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Sums of random variables.

We have used the notations Sn, An,
and S∗n for a sum, average, or nor-
malized sum or IID random variables.

Two main theorems: assume Xi :
Ω→ R are IID with expected value
µ and finite positive variance. Write
δµ for the discrete RV which takes
value µ with probability 1. Then

Law of large numbers:

An n→∞
P

// δµ.

Central limit theorem:

S∗n n→∞
d

//Normal(0, 1)
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The meaning of the first convergence
is: for any ε > 0 we have

lim
n→∞

P (|An − µ| < ε) = 1.

The meaning of the second conver-
gence is: for any a, b we have

lim
n→∞

P (a < S∗n < b) = P (a < X0,1 < b).

(The law of large number actually
holds in a stronger meaning)
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Here is an indication that the law of
large numbers is natural and impor-
tant (Borel’s law of large numbers):

Corollary: Say you make a series
of n samples Si from a sample space
Ω. Let nE be the number of times
the sample lies in an event E ⊂ Ω.
Then

“ lim
n→∞

nE
n

= P (E).”

Proof: DefineXi =

{
1 if Si ∈ E
0 otherwise.

Then Xi are bernoulli with proba-
bility P (E).

So An = nE/n. Then for every ε,
the probability that∣∣∣nE

n
− P (E)

∣∣∣ < ε

approaches 1.
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Need to talk about:

- sums of independent random vari-
ables

- convergence

- proof

- applications
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SupposeX, Y are independent, with
integer values, and Z = X + Y .

P (Z = n) = P (X + Y = n)

=

∞∑
k=−∞

P (X = k, Y = n− k)

=

∞∑
k=−∞

P (X = k)P (Y = n− k)

by independence.

This motivates the definition of a
convolution: given distribution func-
tions m1,m2 on the integers, we de-
fine

m1∗m2(n)

:=

∞∑
k=−∞

m1(k) ·m2(n− k).
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Example of a die: m(i) = 1/6).

m ∗m(n) =

{
n−1
36 2 ≤ n ≤ 7

13−n
36 7 ≤ n ≤ 12.

Try out the simulation in the book’s
web pages!
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Suppose now X, Y are continuous
independent with f (x, y) = fX(x)fY (y).
Then

fX ∗ fY (z) =

∫ ∞
−∞

fX(x)fY (z − x) dx

=

∫ ∞
−∞

fX(z − y)fY (y) dy
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Theorem 0.0.1. If Z = X + Y
then fZ(z) = fX ∗ fY (z).

Proof: P (Z < z)

=
∫∞
x=−∞

∫ z−x
y=−∞ fX(x)fY (y) dx. So

its derivative is∫∞
x=−∞

d
dz

(∫ z−x
y=−∞ fX(x)fY (y) dx

)
.

By the fundamental theorem of cal-
culus we get what we wanted.
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Uniform [0.1]:

u ∗ u(z) =

{
z 1 > z

2− z 1 < z < 2

Two exponentials:

(λe−λx) ∗ (λe−λx)(z) = λ2ze−λz

Challenge: do it for different expo-
nentials!

λµ(e−µ − e−λ)/(λ− µ)
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Two normals:

N0,1∗N0,1 = (1/2π)
∫
e−(z−y)2/2e−y

2/2dy

Note that

(z−y)2 +y2 = 2(y−z/2)2 +z2/4.

So

N0,1∗N0,1 = (1/2π)e−z
2/4
∫
e−(y−z/2)2

dy

The integral is
√
π times

∫
N(2y,

√
2)dy

So fZ(z) = 1
2
√
π
e−z

2/4, namelyN(0,
√

2).

Challenge: you know it!


