
Rev. Mat. Iberoam., 1–32 c⃝ European Mathematical Society

Dyadic structure theorems for
multiparameter function spaces

Ji Li, Jill Pipher and Lesley A. Ward

Abstract. We prove that the multiparameter (product) space BMO of
functions of bounded mean oscillation can be written as the intersection
of finitely many dyadic product BMO spaces, with equivalent norms, gen-
eralizing the one-parameter result of T. Mei. We establish the analogous
dyadic structure theorems for the space VMO of functions of vanishing
mean oscillation, for Ap weights, for reverse-Hölder weights and for dou-
bling weights. We survey several definitions of VMO and prove their equiv-
alences, in the continuous, dyadic, one-parameter and product cases. In
particular, we introduce the space of dyadic product VMO functions. We
show that the weighted product Hardy space H1

ω is the sum of finitely
many translates of dyadic weighted H1

ω, for each A∞ weight ω, and that
the weighted strong maximal function is pointwise comparable to the sum
of finitely many dyadic weighted strong maximal functions, for each dou-
bling weight ω. Our results hold in both the compact and non-compact
cases.

1. Introduction

Function spaces and function classes are of considerable interest in harmonic anal-
ysis, since (i) a prototypical problem is to establish the boundedness of a singular
integral operator from one function space to another, (ii) these operators also act
on Lp spaces weighted by functions in the Ap or RHp function classes, and (iii)
the density of the measure on the underlying space is often assumed to belong
to the class of doubling weights. For brevity we use the term function spaces to
refer to BMO, VMO, H1, Ap and RHp as well as the class of doubling weights.
Dyadic function spaces offer a parallel setting in which calculation is often simpler,
since one can exploit the geometry of the dyadic intervals. For instance, in [17]
the John–Nirenberg inequality is proved by establishing a related inequality on

Mathematics Subject Classification (2010): Primary 42B35; Secondary 42B30, 42B25.
Keywords: BMO, VMO, function spaces, doubling weights, Ap weights, reverse-Hölder weights,
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certain dyadic cubes arising from a Calderón–Zygmund decomposition. For some
recent developments in the theory of these function spaces, in particular in the
multiparameter (product) setting, see for example [19] and [29].

In this paper we are concerned with a bridge between continuous and dyadic
function spaces. The main theme is that for these function spaces, which are defined
in terms of conditions that must hold uniformly on all intervals, the continuous
version of the function space is an intersection of finitely many dyadic versions
of the space, with equivalent norms, or in the case of H1, a sum, with equivalent
norms. There is also a related result for the maximal operator.

Our main results are the following dyadic structure theorems. We state the
biparameter versions, for simplicity. The detailed statements and definitions are
in the body of the paper.

Theorem A. The product BMO space is the intersection of finitely many dyadic
product BMO spaces:

BMO(R⊗ R)
= BMOd,d(R⊗ R) ∩ BMOd,δ(R⊗ R) ∩ BMOδ,d(R⊗ R) ∩ BMOδ,δ(R⊗ R),

with equivalent norms, for each real number δ that is far from dyadic rationals,
in the sense of Definition 1.2 below. Here, for instance, BMOd,δ(R ⊗ R) is es-
sentially a translate by δ in the second variable of the standard dyadic product
space BMOd,d(R ⊗ R). The corresponding intersection results hold for the one-
parameter and product versions of VMO, of Ap with 1 ≤ p ≤ ∞, of RHp with
1 ≤ p ≤ ∞, and of doubling weights.

See Theorems 3.5, 3.6, 4.11, 7.1, and 7.3.

Theorem B. If ω is a product A∞ weight, then the weighted product Hardy
space H1

ω is the sum of finitely many weighted dyadic product Hardy spaces:

H1
ω(R⊗ R) = H1

d,d,ω(R⊗ R) +H1
d,δ,ω(R⊗ R) +H1

δ,d,ω(R⊗ R) +H1
δ,δ,ω(R⊗ R),

with equivalent norms, for each δ ∈ R that is far from dyadic rationals.
If ω is a product doubling weight, then the weighted strong maximal function

Ms,ω is pointwise comparable to the sum of finitely many weighted dyadic strong
maximal functions:

Ms,ω(f) ∼Md,d,ω
s (f) +Md,δ,ω

s (f) +Mδ,d,ω
s (f) +Mδ,δ,ω

s (f),

with implicit constants independent of f ∈ L1
loc(R⊗ R), for each δ ∈ R that is far

from dyadic rationals.
See Theorems 5.2, 6.1, 8.1, and 8.2.

Remark 1.1. Theorems A and B extend to the k-parameter setting for arbitrary
k ∈ N, and in addition to the situation with higher-dimensional factors Rnj re-
placing R, for 1 ≤ j ≤ k. Both generalizations require increasing the number of
dyadic spaces in the intersection or sum. See Remarks 1.3, 1.4, and 1.5.
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The one-parameter dyadic function spaces BMOd, VMOd, etc. are defined us-
ing the usual grid D of dyadic intervals in R. For δ ∈ R, let Dδ denote the translate
of D by δ, modified as follows. Small dyadic intervals are simply translated by δ.
Large dyadic intervals are translated by δ and also by an additional amount which
depends on the scale of the interval. See Section 2 for the precise construction
of Dδ and for a motivating example. It is then natural to define the δ-dyadic func-
tion space BMOδ by requiring the BMO property to hold on intervals I from the
collection Dδ, and to define VMOδ, H

1
δ , A

δ
p, RH

δ
p and δ-dyadic doubling weights

analogously. The biparameter dyadic function spaces are defined using D × D,
D ×Dδ, Dδ ×D, and Dδ ×Dδ.

In our structure theorems we take δ to be far from the dyadic rational numbers,
in the following sense.

Definition 1.2. A real number δ is far from dyadic rationals if the distance from
δ to each given dyadic rational k/2n is at least some fixed multiple of 1/2n; that
is, if

(1.1)
∣∣∣δ − k

2n

∣∣∣ ≥ C

2n
for all integers n and k,

where C is a positive constant that may depend on δ but is independent of n
and k. Equivalently, the relative distance d(δ) from δ to the set of dyadic rational
numbers is positive:

(1.2) d(δ) := inf
{
2n

∣∣∣δ − k

2n

∣∣∣ : n ∈ Z, k ∈ Z
}
> 0.

For example, δ = 1/3 is far from dyadic rationals since d(1/3) = 1/3 > 0. The
set of all such δ is dense in R but has measure zero [21]. Note that d(δ+1) = d(δ)
for all δ ∈ R.

Remark 1.3. To reduce the amount of notation required, in the rest of the paper
we work on R and R ⊗ R. However, our results and proofs go through for T and
T⊗T, and for Rm, Rm1 ⊗Rm2 , Tm, and Tm1 ⊗Tm2 , and also for arbitrarily many
factors in the multiparameter setting (Rm1 ⊗ · · · ⊗ Rmk and Tm1 ⊗ · · · ⊗ Tmk).

Remark 1.4. In the multiparameter setting, it is not necessary to choose the
same δ for each direction. Take positive numbers δ1, δ2, . . . , δk that are all far
from dyadic rationals: min1≤j≤k{d(δj)} > 0. Our proofs immediately generalize
to show that, for example, BMO(R ⊗ · · · ⊗ R) is the intersection of the 2k ver-
sions of dyadic product BMO formed by in the jth direction choosing either D
or Dδj as the dyadic grid: namely BMOd, d,..., d, BMOδ1, d,..., d, BMOd, δ2,..., d, . . . ,
BMOδ1, δ2,..., δk . The same generalizations also hold for multiparameter VMO, H1,
Ap, RHp, and doubling weights, and for the strong maximal function. For simplic-
ity of notation, however, throughout the paper we have used the same δ for each
direction: δ = δ1 = · · · = δk.

Remark 1.5. In [21], Mei established the one-parameter BMO result on the cir-
cle T, and extended it to (one-parameter) Tm, showing that BMO(Tm) is the
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intersection of m + 1 translates of the dyadic version of BMO(Tm), and simi-
larly to (one-parameter) Rm, for m ≥ 1. He also established the unweighted
one-parameter H1 result, and noted that the unweighted maximal function result
follows from Doob’s maximal inequality together with Proposition 2.1 of [21]. He
mentions that John Garnett knew earlier that BMO coincides with the intersection
of three translates of dyadic BMO, building on [11, p.417].

Remark 1.6. Mei’s key proposition (see Proposition 2.1 of [21]) is a generalization
of the so-called one-third trick. Namely, for each interval Q there is an interval
I that contains Q, whose length is comparable to that of Q, and that belongs to
either D or D1/3. The earliest reference we have found for this idea is on p.339
of [23], although it was known earlier.

Remark 1.7. We compare the compact case (the circle T) with the non-compact
case (the real line R). We define the circle to be the unit interval with endpoints
identified: T := [0, 1]/(0 ∼ 1). First, for the continuous function space BMO
and for continuous Ap, RHp and doubling weights, there is only a small difference
between the compact and non-compact cases: namely, the defining property is
assumed to hold only on the intervals contained in T as opposed to on all intervals
in R. Second, for their dyadic versions (BMOd, A

d
p, RH

d
p and dyadic doubling

weights), the same is true, with the additional difference that when considering
translations by δ, in the compact case T it suffices simply to translate each dyadic
interval by δ, while in the non-compact case R, we translate intervals of length
larger than 1 not only by the amount δ but also by an additional amount that
depends on the scale, as mentioned above. See Section 2.

The differences for VMO are more subtle. First, for continuous VMO, in the
compact case the definition of the subspace VMO of BMO involves a condition
requiring the mean oscillation of the function to approach zero as the length of
the interval goes to zero. In the non-compact case, one must impose two ad-
ditional conditions controlling the mean oscillation over large intervals and over
intervals that are far from the origin. (With this definition one retains the duality
VMO∗ = H1.) Second, for the dyadic non-compact case the same three oscillation
conditions apply, and also when translating by δ we need the additional trans-
lations of intervals at large scales, as described in the preceding paragraph. See
Section 4.

The same observations on the compact and non-compact cases apply to the one-
parameter but higher-dimensional cases (Tm and Rm), and to the multiparameter
case. We give the technical details in the body of the paper.

Remark 1.8. The overall approach of our proofs in Sections 3, 4, and 5 is as
follows. We first prove the BMO intersection result, then from that together with
checking the VMO conditions we deduce the VMO intersection result, which in
turn implies the H1 summation result by duality. We note that one could also
obtain the same results by first proving the H1 result by means of the atomic
decompositions of the continuous and dyadic H1 spaces, then deducing the BMO
result by duality, and then proving the VMO result by the proof we give here. See
the discussion in Section 5.
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Remark 1.9. A second type of bridge between continuous and dyadic function
classes, via averaging, is developed in the papers [12, 31, 25, 29, 26, 6]. Namely,
a suitable family of functions in the dyadic version of a function space can be
converted to a single function that belongs to the continuous version of the same
space, via a translation-average (for BMO and VMO) or a geometric-arithmetic
average (for Ap, RHp, and doubling weights). We do not discuss these matters
further in the current paper.

As usual, the notation A . B means A ≤ CB with a constant C independent
of all variables in A and B, while A ∼ B means A is comparable to B in the sense
that A . B . A.

The paper is organized as follows. In Section 2 we give the required background
on dyadic and δ-dyadic intervals. The key observation is that for intervals Q and
I as in Proposition 2.1 of [21], and for a weight ω that is both dyadic doubling
and δ-dyadic doubling with δ far from dyadic rationals, the averages of ω on Q
and on I are comparable. In Section 3 we give a new proof of Mei’s BMO result,
via the Carleson-measure characterization of BMO, and extend it to yield the
multiparameter BMO dyadic structure theorem. In Section 4, we establish the
equivalence of several definitions of VMO, and do the same for the dyadic and
product variants of VMO (Theorems 4.4, 4.6, 4.8, and 4.10), then prove the VMO
structure theorem. We believe that the dyadic product VMO space VMOd,d(R⊗R)
has not appeared in the literature before.

In Section 5, we prove the dyadic structure theorem for the product Hardy
space H1, and discuss some consequences of the duality relations between BMO,
H1 and VMO. In Section 6 we prove that the multiparameter (“strong”) maximal
function is pointwise comparable to a sum of strong dyadic maximal functions. In
Section 7 we prove our results for Ap weights, RHp weights and doubling weights,
including the extreme cases A1, A∞, RH1 and RH∞. We also establish weighted
versions of the Ap structure theorem and of Proposition 2.1 of [21]. Finally in
Section 8 we present weighted versions of our results from Sections 5 and 6 on
Hardy spaces and maximal functions.

2. Dyadic intervals and δ-dyadic intervals

Let D = D(R) denote the grid of dyadic intervals on R:

D(R) =
∪
n∈Z

Dn(R), where Dn(R) =
{[ k

2n
,
k + 1

2n

) ∣∣∣ k ∈ Z
}

for each n ∈ Z.

Define D(T) and Dn(T) on the circle T = [0, 1]/(0 ∼ 1) similarly.
For real δ, we denote by Dδ = Dδ(T) the translate to the right by δ of the

dyadic grid on the circle T, considered modulo 1. Thus

Dδ(T) := {I + δ
∣∣ I ∈ D(T)} =

{[( k

2n
+ δ

)
mod 1,

(k + 1

2n
+ δ

)
mod 1

) ∣∣∣ k ∈ Z
}
.
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Finally, on the real line R, following Remark 7 in [21], we include additional
translations in the definition of the large-scale δ-dyadic intervals in the δ-dyadic
grid Dδ(R). Our translates are not the same as Mei’s. Specifically,

Dδ(R) =
∪
n∈Z

Dδ
n(R),

where for n ≥ 0,
Dδ
n(R) = {I + δ | I ∈ Dn(R)},

while for n < 0 and n even,

Dδ
n(R) =

{[ k
2n

+ δ +
0∑

j=(n/2)+1

2−2j ,
k + 1

2n
+ δ +

0∑
j=(n/2)+1

2−2j
) ∣∣∣ k ∈ Z

}
.

These choices together with the nestedness property (namely, any two intervals
in the same dyadic grid are either nested or disjoint) completely determine the

collections Dδ
n(R) for n < 0, n odd. We have translated by

∑0
j=(n/2)+1 2

−2j ,

rather than by Mei’s
∑0
j=n+2 2

−j .

For example, for n = −2, the interval [0, 4) of length 22 belongs to D−2(R)
while its translate [δ+1, δ+5) belongs to Dδ

−2(R), since
∑0
j=0 2

−2j = 1. Similarly,

for n = −4, the interval [0, 16) of length 24 belongs to D−4(R) while its translate

[δ + 5, δ + 21) belongs to Dδ
−4(R), since

∑0
j=−1 2

−2j = 5.
The key proposition in Mei’s paper states that if δ is far from dyadic rationals,

then for each interval Q there is an interval I containing Q, whose length |I| is no
greater than a fixed multiple of the length of Q, and which belongs either to the
grid D of dyadic intervals or to the grid Dδ of translated dyadic intervals.

Proposition 2.1 (Proposition 2.1 of [21]). Suppose δ ∈ (0, 1) is far from dyadic
rationals, as in condition (1.2). Then there is a constant C(δ) such that for each
interval Q in R, there is an interval I in R such that

(i) Q ⊂ I,

(ii) |I| ≤ C(δ)|Q|, and

(iii) I ∈ D or I ∈ Dδ.

The constant C(δ) can be taken to be C(δ) = 2/d(δ).

Mei states this result on the circle T identified with (0, 2π], with condition (1.2)
replaced by d(δ) := inf{2n |δ − k2−n| | n ≥ 0, k ∈ Z} > 0, with 0 < δ < 1 and with
the filtrations D(T) and Dδ(T). For completeness we give a proof, stated on R and
following Mei’s proof. We also prove a weighted version below, during the proof of
Lemma 7.2.

Proof of Proposition 2.1. Fix an interval Q in R. There exists an integer n such
that d(δ)2−n−1 ≤ |Q| < d(δ)2−n. Now we set An = {k · 2n | k ∈ Z} for every fixed
n and
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(1) Aδn = {δ + k · 2n | k ∈ Z} for n ≥ 0,

(2) Aδn = {δ +
∑0
j=(n/2)+1 2

−2j + k · 2n | k ∈ Z} for n < 0, n even, and

(3) Aδn = {δ +
∑0
j=(n−1)/2+1 2

−2j + k · 2n | k ∈ Z} for n < 0, n odd.

For any two distinct points a, b ∈ An∪Aδn, we have |a− b| ≥ d(δ)2−n > |Q|. Thus,
at most one element of An ∪Aδn belongs to Q. Hence, Q ∩An = ∅ or Q ∩Aδn = ∅.
Therefore, Q must be contained in some dyadic interval I ∈ D or in some δ-dyadic
interval I ∈ Dδ, and |I| = 2−n ≤ (2/d(δ))|Q|. 2

As an aside, we note that the corresponding result holds for intervals I ′ con-
tained in Q.

A weight is a nonnegative locally integrable function ω on R. As usual, by
a doubling weight we mean a weight such that ω(Q̃) ≤ Cω(Q) with a positive

constant C independent of Q, where the double Q̃ of an interval Q is the interval
with the same midpoint as Q and twice the length of Q: |Q̃| = 2|Q|. Here as
usual ω(Q) :=

∫
Q
ω(x) dx. A dyadic doubling weight satisfies the corresponding

condition ω(Ĩ) ≤ Cω(I), where Ĩ is the dyadic parent of a dyadic interval I ∈ D:

Ĩ ⊃ I, Ĩ ∈ D, and |Ĩ| = 2|I|, so I is either the left or the right half of Ĩ. The
δ-dyadic weights are defined similarly, using Dδ in place of D.

We will frequently use the following consequence of Proposition 2.1.

Lemma 2.2. Let δ be far from dyadic rationals. Let ω be a weight that is both
dyadic D-doubling and dyadic Dδ-doubling with constant Cdy. Then given inter-
vals Q and I as in Proposition 2.1, the averages of ω on Q and on I are comparable:

(2.1) (Cdy)
− log2(4C(δ)) −

∫
I

ω ≤ −
∫
Q

ω ≤ C(δ)−
∫
I

ω.

Proof of Lemma 2.2. Let N be the unique integer such that 2N−1 < C(δ) ≤ 2N .
Then N + 1 < log2(4C(δ)), and

|I|
2N+1

≤ |I|
2C(δ)

≤ |Q|
2
.

Therefore, considering the 2N+1 pairwise disjoint subintervals J of I of length
|J | = |I|/2N+1 (these J are dyadic if I ∈ D, δ-dyadic if I ∈ Dδ), we see that one
of these intervals J must be completely contained in Q. For this J , we have

−
∫
I

ω =
1

|I|

∫
I

ω ≤ (Cdy)
N+1 1

|I|

∫
J

ω

≤ (Cdy)
log2(4C(δ)) 1

|Q|

∫
Q

ω = (Cdy)
log2(4C(δ)) −

∫
Q

ω.

Moreover, since Q ⊂ I, |I| ≤ C(δ)|Q|, and ω ≥ 0, we have

−
∫
Q

ω =
1

|Q|

∫
Q

ω ≤ C(δ)

|I|

∫
I

ω = C(δ)−
∫
I

ω. 2
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Example 2.3. This example illustrates the difference between T and R with regard
to translations, and the need in the definition above of the δ-dyadic intervals in
Dδ(R) for the global translations at certain scales. First, view the circle T as [0, 1]
with the endpoints identified. Take δ > 0 with d(δ) > 0. By definition of d(δ),
we have d(δ) ≤ δ. Let Q be an interval in T containing 0 and δ as interior points.
Then |Q| ≥ δ. It follows that the properties asserted in Proposition 2.1 hold for
the choice I = T, since Q ⊂ T, T ∈ D, and |T| = 1 ≤ |Q|/δ so that

|T|
|Q|

≤ 1

δ
≤ 1

d(δ)
≤ 2

d(δ)
= C(δ).

On the real line R, however, the situation is different. Take the usual collec-
tion D of dyadic intervals, take any positive δ and let Dδ,# denote the translation
to the right by δ of the dyadic grid D, so that I# ∈ Dδ,# if and only if I# = I + δ
for some I ∈ D. Let Q be an interval containing both 0 and δ in its interior.
Then there is no interval I in D or Dδ,# satisfying property (i), namely Q ⊂ I,
of Proposition 2.1, since dyadic intervals do not have 0 as an interior point and
intervals in Dδ,# do not have δ as an interior point.

The use in Dδ of the additional translations at scale 2−n for all even n < 0
ensures that the conclusion of Lemma 2.2 does hold for the intervals Q ⊂ R in this
example.

3. BMO and product BMO

We extend Mei’s BMO result to the biparameter case. We begin by recalling some
observations and background results; for details see [5, 28]. Next we give a new
proof of Mei’s one-parameter result, still using Mei’s proposition but expressing
BMO in terms of Carleson measures. Then we extend this proof to the multipa-
rameter case.

Proposition 3.1. Let ψ ∈ C∞
c (R) be a smooth function, supported in the interval

[−1, 1], such that
∫
ψ(t) dt = 0. For y > 0 let ψy(t) := 1

y ψ
(
t
y

)
. For t ∈ R and

y > 0 let It,y := [t− y, t+ y]. Then

(i) if (t, y) ∈ T (I0) then It,y ⊂ 3I0, where 3I0 is the interval with the same
midpoint as I0 and length |3I0| = 3|I0|,

(ii) suppψy ⊂ [−y, y],

(iii) suppψy(t− ·) ⊂ It,y,

(iv) for I ∈ D or I ∈ Dδ, and for the Haar function hI , if I ∩ It,y = ∅ then
hI ∗ ψy(t) = 0, and

(v) if It,y ⊂ Ql or It,y ⊂ Qr, where Ql and Qr are the left and right halves
respectively of an interval Q, then hI ∗ ψy(t) = 0.
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We omit the (elementary) proofs, except to note that part (v) holds since hQ
is constant on each of Ql and Qr, ψy is supported in It,y, and

∫
R ψ = 0. Now

we impose an additional condition (the Calderón–Torchinsky condition) on ψ as
follows: there exists a constant Cψ such that for each ξ ̸= 0,

(3.1)

∫ ∞

0

|ψ̂(ξt)|2

t
dt ≤ Cψ.

If f ∈ L2(R), then ∥f∥2L2(R) =
∑
I∈D(f, hI)

2. If f ∈ L2(R), then the following

standard Littlewood–Paley L2 estimate holds:

(3.2)

∫∫
(t,y)∈R⊗R+

|f ∗ ψy(t)|2
dt dy

y
≤ Cψ∥f∥2L2(R)

where ψ ∈ C∞
c (R),

∫
ψ = 0, and ψ satisfies (3.1).

Definition 3.2. A locally integrable function f belongs to the dyadic BMO space
BMOd(R) if there is a constant C such that

(3.3) ∥f∥BMOd(R) := sup
I∈D

−
∫
I

|f(x)− fI | dx <∞,

where fI := −
∫
I
f .

It follows from the John–Nirenberg theorem that for each p > 1, the expression

∥f∥BMOd,p(R) := sup
I∈D

(
−
∫
I

|f(x)− fI |p dx
)1/p

is comparable to ∥f∥BMOd(R); see Corollary 2.3 on p.233 of [11].
Here is an equivalent definition of BMOd(R) in terms of dyadic Carleson mea-

sures.

Definition 3.3. A locally integrable function f belongs to the dyadic BMO space
BMOd(R) if there is a constant C such that for all dyadic intervals J ,

(3.4)
∑

I∈D,I⊂J

(f, hI)
2 ≤ C|J |.

Here (f, hI) is the Haar coefficient of f with respect to the Haar function hI
of I ∈ D.

The smallest constant C in condition (3.4) is comparable to ∥f∥2BMOd(R).
We note that if in Definition 3.3 we allow J to range over all intervals in R,

not only dyadic intervals in R, we recover the same dyadic BMO space BMOd(R),
with comparable norms. This observation follows from the fact that the sum in
inequality (3.4) is over only dyadic intervals I, together with the observation that
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for each interval Q ⊂ R, dyadic or not, there are two adjacent dyadic intervals J1
and J2 such that Q ⊂ J1 ∪ J2 and

|J1|
2

=
|J2|
2

< |Q| ≤ |J1| = |J2|.

For δ ∈ R we define BMOδ(R) similarly, in terms of both averages and Carleson
conditions, with respect to the collection Dδ from Section 2.

Definition 3.4. For f ∈ L1
loc(R) and J a dyadic interval, define the projection PJ

of f by

PJf(x) :=
∑

I∈D,I⊂J
(f, hI)hI(x).

We now re-prove the dyadic structure theorem for one-parameter BMO.

Theorem 3.5. Suppose δ ∈ R is far from dyadic rationals, in the sense of con-
dition (1.2). Then BMO(R) = BMOd(R) ∩ BMOδ(R). Moreover, the norms are
comparable:

max{∥f∥BMOd(R), ∥f∥BMOδ(R)}
≤ ∥f∥BMO(R) ≤ (C · C(δ))1/2 max{∥f∥BMOd(R), ∥f∥BMOδ(R)},

where C depends only on Cψ in condition (3.1).

Proof. The inclusion BMO(R) ⊂ BMOd(R) ∩ BMOδ(R) is an immediate conse-
quence of the definition

BMO(R)

:= {f ∈ L1
loc(R) : ∥f∥∗ = ∥f∥BMO(R) := sup

Q

1

|Q|

∫
Q

|f(x)− fQ| dx <∞}(3.5)

via averages fQ := (1/|Q|)
∫
Q
f , since for BMOd(R) and BMOδ(R) the supremum is

over fewer intervals than for BMO(R). Further, max{∥f∥BMOd(R), ∥f∥BMOδ(R)} ≤
∥f∥BMO(R).

Now we prove the other inclusion. Our proof, which relies on the Carleson-
measure characterization of BMO(R), is more complicated than the original proof
in [21]. We give this proof because it readily generalizes to the multiparameter
case (Theorem 3.6). Suppose f belongs to BMOd(R) ∩ BMOδ(R). Choose ψ as
in Proposition 3.1 and satisfying (3.1). We must show that there is a positive
constant C such that for every interval I0,

(3.6)

∫∫
T (I0)

|f ∗ ψy(t)|2
dt dy

y
≤ C|I0|,

for the Carleson box T (I0) := {(t, y) : t ∈ I0, 0 < y < |I0|}.
Fix an interval I0 ⊂ R. For each point (t, y) in T (I0), let It,y := (t − y, t + y)

be the interval of length 2y centered at t. By Proposition 2.1, we may choose
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an interval I∗t,y such that It,y ⊂ I∗t,y, |I∗t,y| ≤ C(δ)|It,y|, and either I∗t,y ∈ D or

I∗t,y ∈ Dδ. Let

F1 := {(t, y) ∈ T (I0) | I∗t,y ∈ D}, F2 := {(t, y) ∈ T (I0) | I∗t,y ∈ Dδ}.

So T (I0) = F1 ∪ F2, and F1 ∩ F2 = ∅. Now we have∫∫
(t,y)∈T (I0)

|f ∗ ψy(t)|2
dt dy

y

=

∫∫
(t,y)∈F1

|f ∗ ψy(t)|2
dt dy

y︸ ︷︷ ︸
(G1)

+

∫∫
(t,y)∈F2

|f ∗ ψy(t)|2
dt dy

y︸ ︷︷ ︸
(G2)

.

It suffices to control the term (G1), since the estimate for the term (G2) is similar.
Replacing f by its Haar expansion, we see that

(3.7) f ∗ ψy(t) =
∑
I∈D

(f, hI)hI ∗ ψy(t) =
∑

I∈D,I∩It,y ̸=∅

(f, hI)hI ∗ ψy(t),

since by Proposition 3.1(iv), hI ∗ ψy(t) can only be nonzero if I ∩ It,y ̸= ∅.
For each (t, y) ∈ F1, we have It,y ⊂ 3I0, by Proposition 3.1(i).
Fix (t, y) ∈ F1. We split the sum in equation (3.7) at the scale of 2N |3I0|, where

N > 0 is a constant to be determined later but independent of f , t, y and I0. Let
k0 be the unique integer such that

2−k0 ≤ |3I0| < 2−k0+1.

Now,

f ∗ ψy(t) =
∞∑

k=k0−N−1

∑
I∈Dk,I∩It,y ̸=∅

(f, hI)hI ∗ ψy(t)︸ ︷︷ ︸
g11

+

k0−N−2∑
k=−∞

∑
I∈Dk,I∩It,y ̸=∅

(f, hI)hI ∗ ψy(t)︸ ︷︷ ︸
g12

.

For the sum g12: We first show that each term in the sum g12 over large intervals
is zero, if N is chosen appropriately. Let N be the unique integer such that

(3.8) 2N ≤ 2C(δ) < 2N+1.

(Note that N ≥ 2, since d(δ) < 1 and so 2C(δ) = 4/d(δ) > 22.) We will use the
right-hand inequality in (3.8) for our estimate of g12, and the left-hand inequality
for g11.
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If the interval I appears in the sum g12, we have

|I| ≥ 2−k0+N+2 > 2N+1|3I0| > 2C(δ)|It,y| ≥ 2|I∗t,y|.

Since the intervals I and I∗t,y both belong to the same dyadic grid D and |I| > |I∗t,y|,
it follows that either I and I∗t,y are disjoint or I % I∗t,y. If the former, then
hI ∗ψy(t) = 0. If the latter, then since It,y ⊂ I∗t,y $ I we see that It,y is contained
in either the left half of I or the right half of I, and so by Proposition 3.1(v),
hI ∗ ψy(t) = 0. Thus the sum g12 is zero.
For the sum g11: For each interval I that appears in the sum g11, we have
|I| ≤ 2−k0+N+1 ≤ 2N+1|3I0| and I ∩ 3I0 ̸= ∅. It follows that each such interval I
is contained in the interval

J0 := 2N+19I0

that has the same midpoint as I0 and length |J0| = 2N+1|9I0|.
Then

g11 :=
∞∑

k=k0−N−1

∑
I∈Dk,I∩It,y ̸=∅

(f, hI)hI ∗ ψy(t)

=

∞∑
k=k0−N−1

∑
I∈Dk,I⊂J0

(f, hI)hI ∗ ψy(t)

=
∑

I∈D,I⊂J0

(f, hI)hI ∗ ψy(t).

The third equality holds because if I ⊂ J0, I ∈ Dk and k < k0 − N − 1, then
hI ∗ ψy(t) = 0 by Proposition 3.1 and the argument for g12 above.

As a consequence, and applying the Littlewood–Paley L2 estimate (3.2) and
the Carleson condition (3.4) for f ∈ BMOd(R) and the interval J0, we see that

(G1) =

∫∫
F1

|g11|2
dt dy

y
≤

∫∫
F1

∣∣∣∣ ∑
I∈D,I⊂J0

(f, hI)hI ∗ ψy(t)
∣∣∣∣2 dt dyy

=

∫∫
F1

|PJ0f ∗ ψy(t)|2
dt dy

y
≤

∫∫
(t,y)∈R⊗R+

|PJ0f ∗ ψy(t)|2
dt dy

y

≤ C∥PJ0f∥2L2(R) = C
∑
I∈D

(PJ0f, hI)
2 = C

∑
I∈D,I⊂J0

(f, hI)
2

≤ C|J0| ∥f∥2BMOd(R) ≤ C2N+1|I0| ∥f∥2BMOd(R)

≤ C · C(δ)|I0| ∥f∥2BMOd(R),

where C depends only on the Cψ in (3.1).
In the same way, we obtain the estimate

(G2) ≤ C · C(δ)|I0| ∥f∥2BMOδ(R).

Therefore, as required, inequality (3.6) holds, and

∥f∥BMO(R) . C(δ)1/2 max{∥f∥BMOd(R), ∥f∥BMOδ(R)}. 2(3.9)
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We now turn to the product setting. For simplicity we discuss the biparameter
case.

A locally integrable function f on R ⊗ R belongs to the product BMO space
BMO(R ⊗ R) if there exists a positive constant C such that for every open set
Ω ⊂ R⊗ R with finite measure, the following inequality holds:

(3.10)

∫∫
T (Ω)

|f ∗ ψy1ψy2(t1, t2)|2
dt1 dy1 dt2 dy2

y1y2
≤ C|Ω|.

Here T (Ω) := {(t1, y1, t2, y2) | It1,y1 × It2,y2 ⊂ Ω} is the Carleson tent on Ω, and for
ψ as in the one-parameter proof above, ψy1ψy2(t1, t2) := y−1

1 y−1
2 ψ(t1/y1)ψ(t2/y2).

The smallest such C is comparable to ∥f∥2BMO(R⊗R).

Next we mention the four types of dyadic product BMO spaces BMOd,d(R⊗R),
BMOd,δ(R⊗R), BMOδ,d(R⊗R) and BMOδ,δ(R⊗R). They differ only in which of
the dyadic grids D and Dδ is used in each variable. First, f ∈ L1

loc(R⊗R) belongs
to BMOd,d(R ⊗ R) if there is a positive constant C such that for each open set
Ω ⊂ R⊗ R with finite measure, the inequality

(3.11)
∑

R=I×J∈D×D, R⊂Ω

(f, hR)
2 ≤ C|Ω|

holds, where hR = hI × hJ , and hI , hJ are the Haar functions on the intervals I,
J ∈ D.

Define BMOd,δ(R ⊗ R) in the same way, summing over R = I × J ∈ D × Dδ,
and similarly for BMOδ,d(R⊗ R) and BMOδ,δ(R⊗ R).

We are ready to prove the main result of this section.

Theorem 3.6. Suppose δ ∈ R is far from dyadic rationals, in the sense of condi-
tion (1.2). Then

BMO(R⊗R) = BMOd,d(R⊗R)∩BMOd,δ(R⊗R)∩BMOδ,d(R⊗R)∩BMOδ,δ(R⊗R),

with equivalent norms. The norm ∥ · ∥BMO(R⊗R) is comparable to the maximum of
the four dyadic BMO norms.

Proof. We first note that BMO(R ⊗ R) ⊂ BMOd,d(R ⊗ R) ∩ BMOd,δ(R ⊗ R) ∩
BMOδ,d(R⊗R)∩BMOδ,δ(R⊗R). This inclusion is not trivial in the multiparameter
setting. A proof (for biparameter BMO) was given in the Ph.D. thesis [24] of
J. Pipher, but the best proof of this result is in S. Treil’s paper [29]. There he
shows that H1(R⊗R) ⊃ H1

d,d(R⊗R) via the characterization of these H1 spaces in
terms of the square function and the fact that the multiparameter square function
acts iteratively when viewed as a vector-valued operator. Using the fact that the
dual of H1(R⊗R) is BMO(R⊗R), by [5], and likewise the dual of H1

d,d(R⊗R) is
BMOd,d(R⊗ R), by [1], it follows that BMO(R⊗ R) ⊂ BMOd,d(R⊗ R).

The same argument shows that BMO(R⊗R) is contained in each of BMOd,δ(R⊗
R), BMOδ,d(R⊗ R), and BMOδ,δ(R⊗ R).
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Now suppose that f ∈ BMOd,d(R ⊗ R) ∩ BMOd,δ(R ⊗ R) ∩ BMOδ,d(R ⊗ R) ∩
BMOδ,δ(R⊗ R). We must show that there is a positive constant C such that the
inequality

(3.12)

∫∫
T (Ω)

|f ∗ ψy1ψy2(t1, t2)|2
dt1 dy1 dt2 dy2

y1y2
≤ C|Ω|

holds for all open sets Ω ⊂ R⊗ R with finite measure.
Fix such a set Ω. For each point (t1, y1, t2, y2) in the Carleson tent T (Ω),

by definition the two intervals It1,y1 and It2,y2 satisfy It1,y2 × It2,y2 ⊂ Ω. By
Proposition 2.1, for such (t1, y1), we may choose an interval I∗t1,y1 such that It1,y1 ⊂
I∗t1,y1 , |I

∗
t1,y1 | ≤ C(δ)|It1,y1 |, and either I∗t1,y1 ∈ D or I∗t1,y1 ∈ Dδ. Similarly, for

such (t2, y2), we may choose an interval I∗t2,y2 such that It2,y2 ⊂ I∗t2,y2 , |I
∗
t2,y2 | ≤

C(δ)|It2,y2 |, and either I∗t2,y2 ∈ D or I∗t2,y2 ∈ Dδ. Now, we let

F1 := {(t1, y1, t2, y2) ∈ T (Ω) | I∗t1,y1 ∈ D, I∗t2,y2 ∈ D};
F2 := {(t1, y1, t2, y2) ∈ T (Ω) | I∗t1,y1 ∈ D, I∗t2,y2 ∈ Dδ};
F3 := {(t1, y1, t2, y2) ∈ T (Ω) | I∗t1,y1 ∈ Dδ, I∗t2,y2 ∈ D};
F4 := {(t1, y1, t2, y2) ∈ T (Ω) | I∗t1,y1 ∈ Dδ, I∗t2,y2 ∈ Dδ}.

Then T (Ω) = F1∪F2∪F3∪F4, and the sets Fi (i = 1, 2, 3, 4) are pairwise disjoint.
Hence ∫∫

T (Ω)

|f ∗ ψy1ψy2(t1, t2)|2
dt1 dy1 dt2 dy2

y1y2

=
4∑
i=1

∫∫
Fi

|f ∗ ψy1ψy2(t1, t2)|2
dt1 dy1 dt2 dy2

y1y2

=: (G1) + (G2) + (G3) + (G4).

We first estimate (G1). For every (t1, y1, t2, y2) in F1, we have I∗t1,y1 ∈ D
and I∗t2,y2 ∈ D. Let Ĩ∗t1,y1 and Ĩ∗t2,y2 be the dyadic parents of I∗t1,y1 and I∗t2,y2 ,
respectively. Define

Ω̃1 :=
∪

(t1,y1,t2,y2)∈F1

Ĩ∗t1,y1 × Ĩ∗t2,y2 .

Then

|Ω̃1| =
∣∣∣ ∪
(t1,y1,t2,y2)∈F1

Ĩ∗t1,y1 × Ĩ∗t2,y2

∣∣∣ ≤ ∣∣∣{MsχΩ >
1

22C(δ)2

}∣∣∣ . C(δ)2|Ω|,

where Ms is the strong maximal operator. Next, using the biparameter Haar
expansion, we have

f ∗ ψy1ψy2(t1, t2) =
∑

R=I1×I2∈D×D
(f, hR)hI1 ∗ ψy1(t1)hI2 ∗ ψy2(t2)
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for every (t1, y1, t2, y2) ∈ F1. We now claim that: If I1 * Ĩ∗t1,y1 , then hI1 ∗ψy1(t1) =
0.

In fact, this claim follows from the analogous estimates in the one-parameter
case; see the estimates of g12 in the proof of Theorem 3.5. More precisely, we
explain it as follows. First, from the properties of hI1 and ψy1 , we see that if

I1 ∩ Ĩ∗t1,y1 = ∅, then hI1 ∗ ψy1(t1) = 0. Moreover, if I1 ∩ Ĩ∗t1,y1 ̸= ∅ and I1 * Ĩ∗t1,y1 ,

then I1 must be larger than Ĩ∗t1,y1 since both I1 and Ĩ∗t1,y1 are dyadic, which means

that I1 is some ancestor of Ĩ∗t1,y1 . In this case, since ψy1(t1 − ·) is supported in
It1,y1 and hI1 is constant on It1,y1 , we have hI1 ∗ ψy1(t1) = 0. Combining the two
cases, we see that the claim holds.

Similarly, if I2 * Ĩ∗t2,y2 , then hI2 ∗ ψy2(t2) = 0.
As a consequence, we have

f ∗ ψy1ψy2(t1, t2) =
∑

R=I1×I2∈D×D

(f, hR)hI1 ∗ ψy1(t1)hI2 ∗ ψy2(t2)

=
∑

R=I1×I2∈D×D,R⊂Ĩ∗t1,y1
×Ĩ∗t2,y2

(f, hR)hI1 ∗ ψy1(t1)hI2 ∗ ψy2(t2).

We now estimate (G1). First let PΩ̃1
f denote the projection

PΩ̃1
f :=

∑
R=I1×I2⊂Ω̃1

(f, hR)hR.

From the results above, we have

(G1) :=

∫∫
F1

|f ∗ ψy1ψy2(t1, t2)|2
dt1 dy1 dt2 dy2

y1y2

=

∫∫
F1

∣∣∣∣ ∑
R=I1×I2∈D×D,
R⊂Ĩ∗t1,y1

×Ĩ∗t2,y2

(f, hR)hI1 ∗ ψy1(t1)hI2 ∗ ψy2(t2)
∣∣∣∣2 dt1 dy1 dt2 dy2y1y2

=

∫∫
F1

∣∣∣∣ ∑
R=I1×I2∈D×D,R⊂Ω̃1

(f, hR)hI1 ∗ ψy1(t1)hI2 ∗ ψy2(t2)
∣∣∣∣2 dt1 dy1 dt2 dy2y1y2

=

∫∫
F1

∣∣∣∣PΩ̃1
f ∗ ψy1(t1)ψy2(t2)

∣∣∣∣2 dt1 dy1 dt2 dy2y1y2
,

Here the last equality holds since the terms R ⊂ Ω̃1 but R ̸⊂ Ĩ∗t1,y1 × Ĩ∗t2,y2 are
zero.

Then, using the L2 boundedness of the Littlewood–Paley g-function, we see
that

(G1) ≤
∫∫

R2
+×R2

+

∣∣∣∣PΩ̃1
f ∗ ψy1(t1)ψy2(t2)

∣∣∣∣2 dt1 dy1 dt2 dy2y1y2
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≤ C∥PΩ̃1
f∥2L2(R⊗R) = C

∑
R∈D×D

(PΩ̃1
f, hR)

2 = C
∑
R⊂Ω̃1

(f, hR)
2

≤ C|Ω̃1|∥f∥2BMOd,d(R⊗R)

≤ 4C · C(δ)2|Ω|∥f∥2BMOd,d(R⊗R).

Repeating the proof above, we find that (G2) ≤ 4C · C(δ)2|Ω|∥f∥2BMOd,δ(R⊗R),

(G3) ≤ 4C · C(δ)2|Ω|∥f∥2BMOδ,d(R⊗R) and (G4) ≤ 4C · C(δ)2|Ω|∥f∥2BMOδ,δ(R⊗R).

Combining the estimates for (G1), . . . , (G4), we see that inequality (3.12) holds
with a constant C independent of Ω, as required. In particular, f ∈ BMO(R⊗R)
and

∥f∥BMO(R⊗R) ≤ C · C(δ)×
max{∥f∥BMOd,d(R⊗R), ∥f∥BMOd,δ(R⊗R), ∥f∥BMOδ,d(R⊗R), ∥f∥BMOδ,δ(R⊗R)},

where C depends only on the Cψ in condition (3.1). 2

4. VMO and product VMO

We begin with the one-parameter case. We state three definitions of VMO(R) and
show that they are equivalent. The space VMO of functions of vanishing mean
oscillation on the circle T was introduced by Sarason in [27] as the set of integrable
functions on T satisfying limδ→0 supI:|I|≤δ −

∫
I
|f − fI | dx = 0. This space is the

closure in the BMO norm of the subspace of BMO(T) consisting of all uniformly
continuous functions on T.

The analogous space VMO(R) on the real line was defined by Coifman and
Weiss [7], where they proved that it is the predual of the Hardy space H1(R).

Definition 4.1 ([7]). VMO(R) is the closure of C∞
0 (R) in the BMO(R) norm

from (3.5).

The second definition is in terms of oscillation conditions.

Definition 4.2. The space VMO(R) is the set of all functions f ∈ BMO(R)
satisfying the following conditions:

(a) lim
δ→0

sup
Q: |Q|<δ

−
∫
Q
|f − fQ| dx = 0;

(b) lim
N→∞

sup
Q: |Q|>N

−
∫
Q
|f − fQ| dx = 0; and

(c) lim
R→∞

sup
Q: Q∩B(0,R) = ∅

−
∫
Q
|f − fQ| dx = 0,

where Q denotes an interval in R.

The third definition is in terms of Carleson measures.
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Definition 4.3. A function f ∈ BMO(R) belongs to VMO(R) if

(a) lim
δ→0

sup
Q: |Q|<δ

1

|Q|

∫
T (Q)

|f ∗ ψy(t)|2
dt dy

y
= 0;

(b) lim
N→∞

sup
Q: |Q|>N

1

|Q|

∫
T (Q)

|f ∗ ψy(t)|2
dt dy

y
= 0; and

(c) lim
R→∞

sup
Q: Q∩B(0,R) = ∅

1

|Q|

∫
T (Q)

|f ∗ ψy(t)|2
dt dy

y
= 0,

where ψ is any function of the form specified in Proposition 3.1.

Theorem 4.4. Definitions 4.1, 4.2, and 4.3 of VMO(R) are equivalent.

Proof. For the proof of the equivalence of Definitions 4.1 and 4.2, see the Lemma
in Section 3 of [30], pp.166–167. See also Theorem 7 of [3].

The equivalence of Definitions 4.2 and 4.3 can be shown as follows. First, it is
a routine estimate that

1

|Q|

∫
T (Q)

|ψy ∗ f(t)|2
dt dy

y
≤ C −

∫
4Q

|f(x)− f4Q|2 dx,

where Q is an arbitrary interval in R, 4Q is the interval with the same midpoint
as Q and four times the length, and C is a constant independent of Q and f .
As a consequence, (a), (b) and (c) in Definition 4.3 follow directly from (a), (b)
and (c) in Definition 4.2. Conversely, suppose f satisfies Definition 4.3. Then it
follows from Proposition 3.3 in [9] that f satisfies Definition 4.2. We note that
[9] deals with the generalized space VMOL(Rn) of VMO functions associated to a
differential operator L satisfying the conditions that L has a bounded holomorphic
functional calculus on L2(Rn) and that the heat kernel of the analytic semigroup
generated by L has suitable upper bounds. We need only the special case when
L is the Laplacian ∆. It is shown in Proposition 3.6 in [9], by an argument using
the tent space corresponding to VMO, that VMO∆(Rn) coincides with the usual
VMO as in Definition 4.2. 2

We turn to the dyadic one-parameter case. Again we give three equivalent
definitions. First, VMOd(R) is the closure of the space C∞

0 (R) in the dyadic
BMOd(R) norm of formula (3.3). Second, in terms of averages, we define VMOd(R)
as in Definition 4.2 of VMO(R) but taking the three suprema over only dyadic
intervals I instead of arbitrary intervals Q. The third definition is in terms of a
Carleson condition on Haar coefficients, as follows.

Definition 4.5. A function f ∈ BMOd(R) belongs to the dyadic VMO space
VMOd(R) if

(a) lim
δ→0

sup
J: J∈D

1

|J |
∑

I: I⊂J, I∈D, |I|<δ

(f, hI)
2 = 0;
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(b) lim
N→∞

sup
J: J∈D

1

|J |
∑

I: I⊂J, I∈D, |I|>N

(f, hI)
2 = 0; and

(c) lim
R→∞

sup
J: J∈D

1

|J |
∑

I: I⊂J, I∈D, I∩B(0,R) = ∅

(f, hI)
2 = 0.

Just as for dyadic BMO (Definition 3.3), allowing J in Definition 4.5 to range
over all intervals, not just dyadic intervals, yields the same space VMOd(R) with
a comparable norm.

Theorem 4.6. The following definitions of the dyadic VMO space VMOd(R) are
equivalent.

(1) The definition of VMOd(R) as the closure of C∞
0 (R) in the BMOd(R) norm

(3.3).

(2) The dyadic version of Definition 4.2, in terms of oscillations.

(3) Definition 4.5, in terms of Haar coefficients.

Similarly, for each δ ∈ R, the three analogous definitions for the dyadic VMO space
VMOδ(R) defined with respect to Dδ are equivalent.

Proof. The proof of the equivalence of definitions (1) and (2) follows the corre-
sponding proof in the continuous case. The equivalence of definitions (2) and (3)
is proved in the same way as the equivalence of Definitions 3.2 and 3.3 of BMOd(R).

2

Next we consider the product VMO space VMO(R⊗R), which was first defined
in [19]. Here we give only two definitions, since the one-parameter definition in
terms of oscillations does not generalize naturally. First, VMO(R⊗R) is the closure
of C∞

0 (R⊗R) in the product BMO(R⊗R) norm. The second definition is in terms
of Carleson measures, as follows.

Definition 4.7. A function f ∈ BMO(R⊗ R) belongs to VMO(R⊗ R) if

(a) lim
δ→0

sup
Ω

1

|Ω|
∑

R∈D×D: R⊂Ω, |R|<δ

∫
T (R)

|f ∗ ψy(t)|2
dt1 dy1 dt2 dy2

y1y2
= 0;

(b) lim
N→∞

sup
Ω

1

|Ω|
∑

R∈D×D: R⊂Ω, diam(R)>N

∫
T (R)

|f ∗ψy(t)|2
dt1 dy1 dt2 dy2

y1y2
= 0;

and

(c) lim
R→∞

sup
Ω

1

|Ω|
∑

R∈D×D: R⊂Ω, R ̸⊂B(0,N)

∫
T (R)

|f ∗ ψy(t)|2
dt1 dy1 dt2 dy2

y1y2
= 0.

Here and in the definitions below, Ω ranges over all open sets in R ⊗ R of finite
measure.

Theorem 4.8. The following definitions of product VMO(R⊗ R) are equivalent.
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(1) The definition of VMO(R⊗R) as the closure of C∞
0 (R⊗R) in the BMO(R⊗

R) norm.

(2) Definition 4.7, in terms of Carleson measures.

Proof. A short calculation shows that Definition 4.7 is equivalent to the definition
of VMO(R⊗R) given in Proposition 5.1(ii) of [19]. In [19] the equivalence of this
last definition and the definition in terms of C∞

0 (R⊗ R) is proved. 2

Finally, we define the dyadic product VMO space VMOd,d(R⊗R), in two ways.
We have not found this space in the literature. First, VMOd,d(R⊗R) is the closure
of C∞

0 (R ⊗ R) in the dyadic BMOd,d(R ⊗ R) norm. The second definition is in
terms of a Carleson condition on the Haar coefficients, as follows.

Definition 4.9. A function f ∈ BMOd,d(R ⊗ R) belongs to the dyadic product
VMO space VMOd,d(R⊗ R) if

(a) lim
δ→0

sup
Ω

1

|Ω|
∑

R∈D×D: R⊂Ω, |R|<δ

(f, hR)
2 = 0;

(b) lim
N→∞

sup
Ω

1

|Ω|
∑

R∈D×D: R⊂Ω, diam(R)>N

(f, hR)
2 = 0; and

(c) lim
N→∞

sup
Ω

1

|Ω|
∑

R∈D×D: R⊂Ω, R ̸⊂B(0,N)

(f, hR)
2 = 0.

We define VMOd,δ(R⊗ R), VMOδ,d(R⊗ R), and VMOδ,δ(R⊗ R) similarly.

Theorem 4.10. The following definitions of dyadic product VMOd,d(R ⊗ R) are
equivalent.

(1) The definition of VMOd,d(R⊗R) as the closure, in the BMOd,d(R⊗R) norm,
of C∞

0 (R⊗ R).

(2) Definition 4.9, in terms of a Carleson condition on the Haar coefficients.

The analogous results hold for the spaces VMOd,δ(R ⊗ R), VMOδ,d(R ⊗ R), and
VMOδ,δ(R⊗ R).

Proof. We follow the ideas given in [19] for the continuous case. Denote by FH
the linear space of finite linear combinations of the Haar basis {hR : R ∈ D×D}.
We first claim that

closBMOd,d
FH = VMOd,d.

In fact, from Definition 4.9, it is immediate that every Haar function hR belongs
to VMOd,d. Conversely, for each f ∈ VMOd,d, set

(4.1) fn :=
∑

R∈D×D: R⊂B(0,2n), 2−n≤|R|≤2n

(f, hR)hR
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for every positive integer n. Then it is clear that fn ∈ FH for each n. Moreover,
∥f − fn∥BMOd,d

goes to 0 as n tends to infinity, by conditions (a), (b) and (c) in
Definition 4.9. Hence the claim holds.

Next, we claim that

closBMOd,d
C∞

0 = closBMOd,d
FH.

In fact, we can see that C∞
0 ⊂ closBMOd,d

FH since for every φ ∈ C∞
0 , we find that

φ satisfies conditions (a), (b) and (c) in Definition 4.9. Hence by taking φn as in
equation (4.1), we can approximate φ by functions in FH. Conversely, it is easy to
verify that closBMOd,d

C∞
0 ⊃ FH.

The proof of Theorem 4.10 is complete. 2

Theorem 4.11. Suppose δ ∈ R is far from dyadic rationals, in the sense of
condition (1.2). Then in the one-parameter case,

VMO(R) = VMOd(R) ∩VMOδ(R),

and in the biparameter case,

VMO(R⊗R) = VMOd,d(R⊗R)∩VMOd,δ(R⊗R)∩VMOδ,d(R⊗R)∩VMOδ,δ(R⊗R).

Proof. The inclusion VMO(R) ⊂ VMOd(R) ∩ VMOδ(R) follows directly from the
definitions of VMO(R), VMOd(R), and VMOδ(R) in terms of oscillations.

The proof of the other inclusion VMO(R) ⊃ VMOd(R) ∩ VMOδ(R) involves
only minor modifications of our proof for BMO(R) above. We use the definition
of VMOd(R) and VMOδ(R) in terms of Haar coefficients (Definition 4.5). The
key point is that the constant C in inequality (3.9) is replaced by the ε from
Definition 4.5. We omit the details.

For the case of product VMO, we first show that VMO(R⊗R) ⊂ VMOd,d(R⊗
R). Take f ∈ VMO(R ⊗ R). Then f is the limit in the BMO(R ⊗ R) norm
of a sequence of functions fn in C∞

0 (R ⊗ R). Then {fn} ⊂ BMO(R ⊗ R) ⊂
BMOd,d(R⊗R), and also fn converges to f in the BMOd(R⊗R) norm. Therefore
f belongs to VMOd,d(R⊗R), as required. The same argument shows that f belongs
to each of VMOd,δ(R⊗ R), VMOδ,d(R⊗ R), and VMOδ,δ(R⊗ R).

Again, we can prove the other inclusion (⊃) via minor modifications of our
BMO(R ⊗ R) proof, using the definition of our dyadic product VMO spaces in
terms of Haar coefficients (Definition 4.9). Again, we omit the details. 2

5. Hardy spaces

In this section we present our results on Hardy spaces. Here we use sums, not
intersections, of dyadic spaces, since the dyadic Hardy spaces are subsets, not
supersets, of the continuous Hardy space. We also show (Theorem 5.4) that the
duality relations between VMO,H1, and BMO allow us to deduce theH1 and BMO
structure theorems from the VMO structure theorem. We work in the biparameter
case.
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The one-parameter result that the Hardy space H1 can be written as the sum
of two suitable dyadic Hardy spaces (H1(R) = H1

d(R) + H1
δ (R), for δ satisfying

condition (1.2)) is proved in [21].

For the multiparameter case, let H1(R ⊗ R) denote the product Hardy space.
Chang and Fefferman [5] showed that the dual of H1(R⊗R) is the product BMO
space BMO(R ⊗ R), as mentioned in Section 3. Lacey, Terwilleger and Wick [19]
showed that the predual of H1(R ⊗ R) is the product VMO space VMO(R ⊗ R),
as noted in Section 4.

Next, as in the proof of Theorem 3.6, we denote by H1
d,d(R ⊗ R) the dyadic

product Hardy space with respect to dyadic rectangles R ∈ D×D, whose norm is
defined as

∥f∥H1
d,d(R⊗R) := ∥Sd,df∥L1(R⊗R) =

∥∥∥( ∑
R∈D×D

(f, hR)
2|R|−1χR

)1/2∥∥∥
1
.

Here Sd,d denotes the dyadic square function with respect to D × D, and χR is
the characteristic function of R. For more information on the dyadic product
Hardy space, see [29]. We define the dyadic product Hardy spaces H1

d,δ(R ⊗ R),
H1
δ,d(R ⊗ R) and H1

δ,δ(R ⊗ R) similarly, in terms of the dyadic square functions
Sd,δ, Sδ,d, and Sδ,δ respectively.

We note that there is an equivalent definition of dyadic product H1 in terms
of the atomic decomposition, and that the norms ∥ · ∥H1

d,d(R⊗R) and ∥ · ∥H1
d,d,at(R⊗R)

are comparable.

Lemma 5.1. Dyadic product BMO is the dual of dyadic product H1, and dyadic
product H1 is the dual of dyadic product VMO:

(H1
d,d(R⊗ R))∗ = BMOd,d(R⊗ R),

(VMOd,d(R⊗ R))∗ = H1
d,d(R⊗ R),

and similarly for H1
d,δ, H

1
δ,d, and H1

δ,δ and the corresponding BMO and VMO
spaces.

Proof. The first proof of the duality of dyadic biparameter H1 and BMO is in [1].
See also Theorem 4.2 of [15] for a proof in a more general setting of product
sequence spaces.

The proof of the duality of dyadic product VMO and H1 is similar to the proof
of the continuous version (VMO(R ⊗ R))∗ = H1(R ⊗ R) as shown in [19], where
they relied on the facts that (H1(R⊗ R))∗ = BMO(R⊗ R) and closH1FW = H1.
Here FW means the linear space of finite linear combinations of product wavelets.
Correspondingly, we have the facts that (H1

d,d(R ⊗ R))∗ = BMOd,d(R ⊗ R) and

that closH1
d,d

FH = H1
d,d, where the latter follows from the definition of the norm

of H1
d,d(R⊗ R). 2

Then we have the following result.
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Theorem 5.2. Suppose δ ∈ R is far from dyadic rationals, in the sense of condi-
tion (1.2). Then

H1(R⊗ R) = H1
d,d(R⊗ R) +H1

d,δ(R⊗ R) +H1
δ,d(R⊗ R) +H1

δ,δ(R⊗ R),

with equivalent norms (see Definition 5.3).

Proof. The result follows from the intersection result for product VMO (Theo-
rem 4.11), Theorem 5.4 below, and the duality of dyadic product VMO and H1

(Lemma 5.1).
One can also obtain a direct proof via the atomic decomposition. 2

In a different direction, we now show that the duality relations between VMO,
H1 and BMO allow us to deduce our structure theorems for H1 and BMO from
that for VMO.

Definition 5.3. Let Y be a complete normed space, with subspaces Y1 and Y2.
We say that Y = Y1 + Y2 with equivalent norms if each g ∈ Y can be written (not
necessarily uniquely) as g = g1 + g2, with g1 ∈ Y1 and g2 ∈ Y2, and if

∥g∥Y ∼ inf{∥g1∥Y1 + ∥g2∥Y2 : g1 + g2 = g, g1 ∈ Y1, g2 ∈ Y2}.

Note that for Y = H1, Y1 = H1
d and Y2 = H1

δ , the decomposition g = gd+gδ is
not unique, since H1

d ∩H1
δ ) {0}; to see that the containment is proper, consider

a sufficiently small multiple of an H1 atom whose support lies in the intersection
of a dyadic interval and a δ-dyadic interval.

We will use the facts that ∥ · ∥H1 ∼ ∥ · ∥VMO∗ and ∥ · ∥BMO ∼ ∥ · ∥(H1)∗ .

Theorem 5.4. Take δ ∈ R. Consider the function spaces VMO, H1, BMO and
their dyadic analogues, defined on R⊗ R.
(i) If VMO = VMOd,d ∩ VMOd,δ ∩ VMOδ,d ∩ VMOδ,δ with equivalent norms,

then H1 = H1
d,d +H1

d,δ +H1
δ,d +H1

δ,δ with equivalent norms.

(ii) If H1 = H1
d,d + H1

d,δ + H1
δ,d + H1

δ,δ with equivalent norms, then BMO =
BMOd,d ∩ BMOd,δ ∩ BMOδ,d ∩ BMOδ,δ with equivalent norms.

Proof. This result is an instantiation of general theorems in functional analysis.
For part (i), we have Banach spaces X, X1, . . . , Xk, and their duals Y , Y1, . . . ,
Yk. Since X = X1 ∩ · · · ∩ Xk, it follows that Y = Y1 + · · · + Yk with equivalent
norms. Part (ii) is similar. 2

6. Maximal functions

For f ∈ L1
loc(R) let M(f) denote the Hardy–Littlewood maximal function, defined

by

M(f)(x) := sup
Q∋x

1

|Q|

∫
Q

|f(y)| dy,
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where the supremum is taken over all intervals Q ⊂ R that contain x. Similarly,
denote by Md(f) (resp. Mδ(f)) the dyadic (resp. δ-dyadic) maximal function;
here the supremum is taken over only those intervals I ∈ D (resp. I ∈ Dδ) that
contain x.

In the multiparameter case, instead of the Hardy–Littlewood maximal function
we consider the strong maximal function Ms(f), defined as follows. For f ∈
L1
loc(R⊗ R), let

(6.1) Ms(f)(x, y) := sup
R∋(x,y)

1

|R|

∫
R

|f(u, v)| du dv,

where the supremum is taken over all rectangles R ⊂ R⊗ R that contain (x, y).
Next, let Md,d

s denote the dyadic strong maximal function, defined by restrict-
ing the supremum in formula (6.1) to dyadic rectangles R ∈ D × D that con-
tain (x, y). Similarly, define Md,δ

s (f), Mδ,d
s (f) and Mδ,δ

s (f) using D×Dδ, Dδ ×D
and Dδ ×Dδ respectively.

Theorem 6.1. Suppose δ ∈ R is far from dyadic rationals, in the sense of condi-
tion (1.2). Then the following assertions hold.

(i) For each f ∈ L1
loc(R), M(f) is comparable to Md(f) +Mδ(f).

(ii) For each f ∈ L1
loc(R ⊗ R), Ms(f) is comparable to Md,d

s (f) + Md,δ
s (f) +

Mδ,d
s (f) +Mδ,δ

s (f).

The implicit constants are independent of f .

Proof. It is immediate from the definitions thatMd(f) ≤M(f) andMδ(f) ≤M(f)
for every f ∈ L1

loc(R). Conversely, for each interval Q ⊂ R, by Proposition 2.1,
there is an interval I such that Q ⊂ I, |I| ≤ C(δ)|Q| and either I ∈ D or I ∈ Dδ.
Then

1

|Q|

∫
Q

|f(y)| dy ≤ C(δ)
1

|I|

∫
I

|f(y)| dy,

and therefore M(f) ≤ C(δ) (Mδ(f) +Md(f)).
The multiparameter proof is similar; the point is that each rectangle in R⊗ R

is contained in a dyadic rectangle that is not much larger and that belongs to one
of the four collections D×D, D×Dδ, Dδ×D, or Dδ×Dδ. We omit the details. 2

7. Doubling, Ap, and RHp weights

7.1. One-parameter doubling, Ap, and RHp weights

We prove that Ap is the intersection of two suitable translates of dyadic Ap for
1 ≤ p ≤ ∞, and similarly for RHp with 1 ≤ p ≤ ∞, and for doubling weights.

The Ap weights were identified by Muckenhoupt [22] as the weights ω for which
the Hardy–Littlewood maximal function is bounded from Lp(dµ) to itself for 1 <
p < ∞, where dµ = ω(x) dx. For p = 1, the A1 weights were identified as the
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weights ω satisfying M(ω)(x) ≤ Cω(x), a.e. x ∈ R. And for p = ∞, A∞ is the
union of Ap for all 1 ≤ p < ∞. For an equivalent definition of Ap in terms of an
integral condition, see for example pp.678–679, 695 of [13]. See pp.693–694 of [13]
for the definition of the reverse-Hölder weights in terms of an integral condition. See
for example [11], [13] or [10] for the theory and history of Ap weights, 1 ≤ p ≤ ∞,
and of RHp weights for 1 < p < ∞. The class RH∞ was defined in [8], and the
class RH1 was defined in [2] and, via an equivalent definition, in [14]. We write
Ap(ω) and RHp(ω) for the Ap constant and the reverse-Hölder-p constant of ω,
respectively, for 1 ≤ p ≤ ∞.

The dyadic Ap classes Adp for 1 ≤ p ≤ ∞ are defined analogously, using the
dyadic Hardy–Littlewood maximal function or suitable integral conditions. For
the dyadic reverse-Hölder classes it is necessary to assume the weight is dyadic
doubling, in addition to satisfying an integral condition. We define RHd

p (ω) to
be the larger of the dyadic doubling constant and the constant from the integral
condition. The δ-dyadic classes Aδp and RHδ

p are defined similarly, using Dδ in
place of D.

It is shown in [2] that a weight ω belongs to A∞ if and only if ω belongs to
RH1. Thus, RH1 = A∞ as sets. Moreover, the constants are related by

1

e
RH1(ω) ≤ A∞(ω) ≤ C

ee
RH1(ω)

eRH1(ω)
,

where C is independent of RH1(ω). The constant 1/e is sharp, and the right-hand
inequality is sharp in RH1(ω). The same proofs go through for the dyadic case.
We note that A∞ is the union of the Ap classes, which are nested and increasing
as p → ∞, and also that RH1 is the union of the RHp classes, which are nested
and decreasing as p→ ∞. Thus, A∞ =

∪
1≤p<∞Ap =

∪
1<p≤∞RHp = RH1.

The main result of this subsection is as follows.

Theorem 7.1. Suppose δ ∈ R is far from dyadic rationals, in the sense of condi-
tion (1.2). Then the following assertions hold.

(a) ω is a doubling weight if and only if ω is dyadic doubling with respect to both
D and Dδ.

(b) Ap = Adp ∩Aδp, for each p with 1 ≤ p ≤ ∞.

(c) RHp = RHd
p ∩RHδ

p , for each p with 1 ≤ p ≤ ∞.

The constant Ap(ω) depends only on Adp(ω) and Aδp(ω), and vice versa, and simi-
larly for the other classes.

Proof. It is immediate that if ω is doubling then it is dyadic doubling with respect
to both D and Dδ. Similarly, if ω lies in Ap then ω lies in both Adp and Aδp with

max{Adp(ω), Aδp(ω)} ≤ Ap(ω), and analogously for RHp. Thus, we need only prove
the reverse inclusions (⊃).
(a) Suppose ω is dyadic doubling with respect to both D and Dδ. Take an interval

Q in R. The double Q̃ of Q is the interval Q̃ that has the same midpoint as Q
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and twice the length: |Q̃| = 2|Q|. Let I be an interval of the type guaranteed

by Proposition 2.1 applied to Q̃. Take N such that 2N−1 ≤ C(δ) < 2N . Then

|I| ≤ 2N |Q̃|.
The dyadic subintervals J of I at scale |J | = 2−N−2|I| satisfy |J | ≤ |Q|/2,

which implies that Q contains at least one such J . Now we have∫
Q̃

ω ≤
∫
I

ω ≤ CN+2
dy

∫
J

ω ≤ CN+2
dy

∫
Q

ω ≤ C
log2(2

3C(δ))
dy

∫
Q

ω.

Thus ω is doubling, with doubling constant at most C
log2(2

3C(δ))
dy .

(b) First suppose 1 < p <∞. The Ap weights ω are characterized by the bounded-
ness of the maximal operatorM on Lp(ω), and similarly for dyadic Adp weights and

the dyadic maximal operator Md. Suppose ω ∈ Adp ∩Aδp. Then by Proposition 6.1,
for each f ∈ Lp we have

∥Mf∥Lp(ω) ≤ C(δ)∥Mdf +Mδf∥Lp(ω) ≤ CC(δ)∥f∥Lp(ω).

Therefore ω ∈ Ap.
Now suppose p = 1. The A1 weights ω are characterized by the existence of a

constant C such that Mω(x) ≤ Cω(x) for almost all x, and similarly for dyadic
Adp weights and Mdω(x) ≤ C ′ω(x). Take ω ∈ Ad1 ∩ Aδ1. Then by Proposition 6.1,
we have

Mω(x) ≤ C(δ)
(
Mdω(x) +Mδω(x)

)
≤ 2C ′C(δ)ω(x)

for almost all x. Thus ω is in A1.
For p = ∞, if ω ∈ Ad∞ ∩Aδ∞, then ω ∈ Adp1 ∩A

δ
p2 for some p1, p2 ∈ [1,∞). Let

p = max{p1, p2}. Then ω ∈ Adp ∩ Aδp, so by the cases 1 ≤ p < ∞ above, we have
ω ∈ Ap ⊂ A∞.
(c) We turn to the reverse-Hölder class RHp. First, a short calculation shows that
for 1 ≤ p <∞ the following equivalence holds:

ω ∈ RHp′(dµ) ⇐⇒ 1

ω
∈ Ap(ω dµ),(7.1)

where Ap(ω dµ) denotes the Ap class defined with respect to the measure ω dµ.
Here µ is a Borel measure, ω is a nonnegative function such that ω and 1/ω are
locally integrable, and as usual p′ is the dual exponent to p. See also pp.693–694
of [13]. The dyadic version of equivalence (7.1) also holds; the only difference is
that the suprema are taken over only the dyadic intervals.

Next we establish a more general version of our Ap intersection result Theo-
rem 7.1(b). In this new weighted Ap version, the Ap class is itself weighted by an
A∞ weight.

Lemma 7.2. Let v be an A∞ weight, let µ be Lebesgue measure, suppose δ ∈ R is
far from dyadic rationals in the sense of condition (1.2), and take p with 1 ≤ p ≤
∞. Then Ap(v dµ) = Adp(v dµ) ∩Aδp(v dµ).
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Proof of Lemma 7.2. We follow the proof of the unweighted version above; we
need only establish a weighted version of Proposition 2.1. In the weighted Propo-
sition 2.1, the only difference is in part (ii) of the conclusion. Take δ, Q, and I as
in Proposition 2.1. Since v ∈ A∞, we have v ∈ Ap for some p ∈ [1,∞). If p = 1,
then

v(I)

v(Q)
≤ C1

|I|
|Q|

,

where C1 can be taken to be a constant such that Mv(x) ≤ C1v(x) for a.e. x. See
the discussion on pp.677–678 of [13]. On the other hand, if 1 < p <∞, then

v(I)

v(Q)
≤ Ap(v)

(
|I|
|Q|

)p
,

by Exercise 9.2.5(b) on p.693 of [13]. In either case, since by Proposition 2.1 |I|/|Q|
is bounded by C(δ), we find that v(I)/v(Q) is bounded by a constant that depends
only on δ and on v. Thus the desired weighted version of condition (ii) holds. 2

Now, suppose δ is far from dyadic rationals, and suppose 1 < p′ ≤ ∞. Let µ be
Lebesgue measure. Take ω ∈ RHd

p′(dµ) ∩ RHδ
p′(dµ). Then ω is in Ad∞(dµ) ∩

Aδ∞(dµ), which implies that ω ∈ A∞(dµ) by Theorem 7.1(b). Therefore our
weighted version of Theorem 7.1(b), for Ap(v dµ), holds with the choice v = ω.

Next, by the dyadic version of equivalence (7.1), we have 1/ω ∈ Adp(ω dµ) ∩
Aδp(ω dµ). Then 1/ω ∈ Ap(ω dµ), by Theorem 7.1(b) adapted to the weighted
class Ap(ω dµ). Therefore ω ∈ RHp′(dµ), by equivalence (7.1).

Finally, for p′ = 1, suppose ω belongs to both RHd
1 and RHδ

1 . By the com-
ment about RH1 before Theorem 7.1 above, ω belongs to both Ad∞ and Aδ∞, with
constants depending only on RHd

1 (ω) and RHδ
1 (ω). So by part (b) above, ω be-

longs to A∞, and by the same comment, ω belongs to RH1, with constant RH1(ω)
depending only on RHd

1 (ω) and RH
δ
1 (ω).

We note that Theorem 7.1(b) and (c) can also be proved without reference to
the characterization of Ap via the maximal function, but rather from the definitions
of Ap and RHp via integral conditions, together with Lemma 2.2. These proofs
lead to the following bounds on the constants:

Ap(ω) ≤ C(δ)pmax{Adp(ω), Aδp(ω)}, for 1 ≤ p <∞, and

RHp(ω) ≤ C(δ)1/p (Cdy)
log2(4C(δ)) max{RHd

p (ω), RH
δ
p(ω)}, for 1 < p ≤ ∞.

Also, the constants A∞(ω) and RH1(ω) depend only on max{Ad∞(ω), Aδ∞(ω)} and
max{RHd

1 (ω), RH
δ
1 (ω)}, respectively. 2

7.2. Multiparameter doubling, Ap, and RHp weights

We extend the above results to multiparameter Ap, RHp and doubling weights.
This extension is fairly straightforward, since (unlike the proofs above for BMO,
VMO and H1) it proceeds by iteration of the one-parameter case. As usual, we
work in the biparameter case.
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The theory of product weights was developed by K.-C. Lin in his thesis [20],
while the dyadic theory was developed in Buckley’s paper [4]. The product Ap
and RHp weights (resp. doubling weights) and their dyadic analogues are defined
via integral conditions (resp. doubling conditions) parallel to those for the one-
parameter case, using rectangles in R⊗R instead of intervals in R. It follows that
a product weight belongs to Ap(R⊗ R) if and only if it belongs to Ap(R) in each
variable separately.

To be precise, ω ∈ Ap(R ⊗ R) if and only if ω(·, y) ∈ Ap(R) uniformly for
a.e. y ∈ R and ω(x, ·) ∈ Ap(R) uniformly for a.e. x ∈ R. In one direction this
fact is a consequence of the Lebesgue Differentiation Theorem, letting one side
of the rectangle shrink to a point. The converse uses the equivalence between
ω ∈ Ap(R ⊗ R) and the maximal inequality for the strong maximal function; see
p.83 of [28]. Further, the Ap(R ⊗ R) constant depends only on the two Ap(R)
constants, and vice versa.

The analogous characterizations in terms of the separate variables hold for
product RHp and product doubling weights, and for dyadic product Ap, RHp, and
doubling weights.

We denote by Ad,dp = Ad,dp (R⊗R) the class of dyadic product weights, meaning
the weights ω(x, y) such that

(i) for a.e. fixed y, ω(·, y) lies in Adp(R), and

(ii) for a.e. fixed x, ω(x, ·) lies in Adp(R),

with uniform Adp(R) constants. Define Ad,δp similarly, using Dδ instead of D in the

second variable, and similarly for Aδ,dp , Aδ,δp , and the four variants of RHd,d
p .

Theorem 7.3. Suppose δ ∈ R is far from dyadic rationals, in the sense of condi-
tion (1.2). Then the following assertions hold:

(a) A weight ω(x, y) is a product doubling weight if and only if ω is dyadic dou-
bling with respect to each of D ×D, D ×Dδ, Dδ ×D, and Dδ ×Dδ.

(b) For 1 ≤ p ≤ ∞, biparameter Ap is the intersection of four translates of
biparameter dyadic Ap:

Ap(R⊗ R) = Ad,dp (R⊗ R) ∩Ad,δp (R⊗ R) ∩Aδ,dp (R⊗ R) ∩Aδ,δp (R⊗ R).

(c) For 1 ≤ p ≤ ∞, biparameter RHp is the intersection of four translates of
biparameter dyadic RHp:

RHp(R⊗R) = RHd,d
p (R⊗R)∩RHd,δ

p (R⊗R)∩RHδ,d
p (R⊗R)∩RHδ,δ

p (R⊗R).

The constant Ap(ω) depends only on Ad,dp (ω), Ad,δp (ω), Aδ,dp (ω), and Aδ,δp (ω), and
vice versa, and similarly for the other classes.

Proof. The proof is by iteration of the one-parameter argument. We sketch the
case of Ap for 1 < p < ∞. The other cases are similar. Take ω ∈ Ap(R ⊗ R). By
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the characterization of Ap(R ⊗ R) above, together with the one-parameter result
(Theorem 7.1), we have ω(·, y) ∈ Ap(R) = Adp(R) ∩ Aδp(R) uniformly for almost

every y, and similarly in the other variable. Thus ω ∈ Ad,dp (R⊗ R), and similarly

ω ∈ Ad,δp (R ⊗ R), ω ∈ Aδ,dp (R ⊗ R), and ω ∈ Aδ,δp (R ⊗ R). Conversely, given
ω is in the intersection of the four dyadic spaces, we see that ω(·, y) belongs to
Adp(R) ∩ Aδp(R) = Ap(R) uniformly for a.e. y, and similarly in the other variable.
Therefore ω ∈ Ap(R ⊗ R). Moreover, the claimed dependence of the constants
follows immediately from the one-parameter result. 2

8. Weighted dyadic structure theorems

In this section we present our results on weighted Hardy spaces and on weighted
maximal functions. As usual, we present the biparameter case. We also note that
during the proof of Theorem 7.1(c) above, we have established a weighted version
(Lemma 7.2) of the dyadic structure theorem for Ap (Theorem 7.1(b)).

8.1. Weighted Hardy spaces

Suppose ω ∈ A∞ is a doubling weight. Denote the weighted Hardy space byH1
ω(R).

Similarly, denote by H1
d,ω(R) (resp. H1

δ,ω(R)) the weighted dyadic (resp. weighted

δ-dyadic) Hardy space with respect to D (resp. Dδ).
It is shown in [32] that if ω is an A∞ weight, then the definitions of H1

ω(R)
via the weighted square function and via the atomic decomposition are equivalent,
with equivalent norms, and the dual of H1

ω(R) is the weighted space BMOω(R).
The same is true in the dyadic case.

In parallel with the one-parameter case, given a product A∞ weight ω we
define the weighted product Hardy spaces H1

ω(R ⊗ R) and the dyadic versions
H1
d,d,ω(R ⊗ R), H1

d,δ,ω(R ⊗ R), H1
δ,d,ω(R ⊗ R), and H1

δ,δ,ω(R ⊗ R). As in the one-
parameter case, it can be shown that the definition in terms of the weighted square
function is equivalent to the definition in terms of weighted product atoms, and
that the dual of product weighted H1 is product weighted BMO, in both the
continuous and dyadic cases. We omit the details.

Theorem 8.1. Suppose δ ∈ R is far from dyadic rationals, in the sense of condi-
tion (1.2). Suppose ω is an A∞ weight. Then the following relations hold.

(i) H1
ω(R) = H1

d,ω(R) +H1
δ,ω(R), with equivalent norms.

(ii) H1
ω(R⊗R) = H1

d,d,ω(R⊗R)+H1
d,δ,ω(R⊗R)+H1

δ,d,ω(R⊗R)+H1
δ,δ,ω(R⊗R),

with equivalent norms.

Proof. For the one-parameter case, recall that a function a is an atom of the
weighted Hardy space H1

ω(R) if it satisfies
(a) supp a ⊂ Q for some interval Q ⊂ R;

(b) ∥a∥L2(ω) ≤ ω(Q)−1/2; and
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(c)
∫
a(x) dx = 0.

Similarly, the atoms of H1
d,ω(R) (resp. H1

δ,ω(R)) satisfy the same conditions (a),

(b) and (c) above with the extra condition that Q ∈ D (resp. Q ∈ Dδ).
From the definitions of atoms, it is immediate that each H1

d,ω(R)-atom or

H1
δ,ω(R)-atom is an H1

ω(R)-atom. Thus, H1
d,ω(R) ⊂ H1

ω(R) and H1
δ,ω(R) ⊂ H1

ω(R)
with norms ∥f∥H1

ω(R) ≤ ∥f∥H1
d,ω(R) and ∥f∥H1

ω(R) ≤ ∥f∥H1
δ,ω(R), and so H1

ω(R) ⊃
H1
d,ω(R) +H1

δ,ω(R).
For the converse, suppose a is an H1

ω(R)-atom satisfying (a), (b) and (c) with
an interval Q. Then, by Proposition 2.1, there exists an interval I such that Q ⊂ I,
|I| ≤ C(δ)|Q| and either I ∈ D or I ∈ Dδ. Moreover, Lemma 2.2 implies that

∥a∥L2(ω) ≤ ω(Q)−1/2 ≤ C(δ)1/2(Cdy)
1
2 log2(4C(δ))ω(I)−1/2.

Let C0 := C(δ)1/2(Cdy)
1
2 log2(4C(δ)). Then the above inequality implies that C−1

0 a
is an H1

d,ω(R)-atom if I ∈ D, and an H1
δ,ω(R)-atom if I ∈ Dδ. It follows that

H1
ω(R) ⊂ H1

d,ω(R) +H1
δ,ω(R) with norms ∥f∥H1

d,ω(R) + ∥f∥H1
δ,ω(R) ≤ C0∥f∥H1

ω(R).

The product case is similar. We omit the details. 2

8.2. Weighted maximal functions

Let ω be a doubling weight. For f ∈ L1
loc(R, ω), denote by Mω(f) the weighted

Hardy–Littlewood maximal function, defined by

Mω(f)(x) := sup
Q∋x

1

ω(Q)

∫
Q

|f(y)|ω(y) dy,

where the supremum is taken over all intervals Q ⊂ R that contain x. Similarly,
denote by Md,ω(f) (resp. Mδ,ω(f)) the dyadic (resp. δ-dyadic) weighted maximal
function; here δ ∈ R and the supremum is taken over only those intervals I ∈ D
(resp. I ∈ Dδ) that contain x.

In the multiparameter setting, for a product doubling weight ω(x, y) we consider
the weighted strong maximal function defined for f ∈ L1

loc(R⊗ R, ω) by

Ms,ω(f)(x, y) := sup
R∋(x,y)

1

|R|

∫
R

|f(u, v)|ω(u, v) du dv,

where the supremum is over all rectangles R ⊂ R ⊗ R that contain (x, y), and
its dyadic versions Md,d

s,ω(f), M
d,δ
s,ω(f), M

δ,d
s,ω(f) and M

δ,δ
s,ω(f), formed by restricting

the supremum to be over rectangles containing (x, y) that lie in D × D, D × Dδ,
Dδ ×D, and Dδ ×Dδ, respectively.

Theorem 8.2. Suppose δ ∈ R is far from dyadic rationals, in the sense of condi-
tion (1.2). Then the following relations hold, with implicit constants independent
of f .

(i) For each doubling weight ω(x) and for each f ∈ L1
loc(R, ω), Mω(f) is point-

wise equivalent to Md,ω(f) +Mδ,ω(f).
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(ii) For each product doubling weight ω(x, y) and for each f ∈ L1
loc(R ⊗ R, ω),

Ms,ω(f) is pointwise equivalent to Md,d
s,ω(f) +Md,δ

s,ω(f) +Mδ,d
s,ω(f) +M δ,δ

s,ω(f).

Proof. It is immediate that Md,ω(f) ≤ Mω(f) and Mδ,ω(f) ≤ Mω(f) for every
f ∈ L1

loc(R). Conversely, for each interval Q ⊂ R, by Proposition 2.1, there is an
interval I such that Q ⊂ I, |I| ≤ C(δ)|Q| and I ∈ D or I ∈ Dδ. Moreover, from
Lemma 2.2 we have

ω(I) ≤ (Cdy)
log2(4C(δ))ω(Q)|I|/|Q| ≤ C(δ)(Cdy)

log2(4C(δ))ω(Q).

Consequently, we obtain that

1

ω(Q)

∫
Q

|f(y)|ω(y) dy ≤ C(δ)(Cdy)
log2(4C(δ)) 1

ω(I)

∫
I

|f(y)|ω(y) dy,

which implies that Mω(f) ≤ C(δ)(Cdy)
log2(4C(δ)) (Mδ,ω(f) +Md,ω(f)).

The multiparameter proof is similar. We omit the details. 2
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