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Expected Inequalities

Question: Suppose Y (ω) ≥ ε for all
ω. What can you say about E(Y )?

Answer:

E(Y ) =
∫

Ω Y (ω)f (ω)dω
≥

∫
Ω εf (ω)dω = ε.

E(Y ) ≥ ε

Question: Suppose Y (ω) ≥ 0 for
all ω and Y (ω) > ε for all ω ∈ F ⊂
Ω. What can you say about E(Y )?

Answer:

E(Y ) =
∫

Ω Y (ω)f (ω)dω
≥

∫
F εf (ω)dω+

∫
F̃ 0f (ω)dω = εP (F ).

E(Y ) ≥ εP (F )
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Given Ω, X, µ, σ.

Question: Write Fε = {ω : |X −
µ| ≥ ε. What can you say about
V (X) = E((X − µ)2)?

Answer: V (X) ≥ P (Fε)ε
2

Chebyshev’s inequality:

P (|X − µ| ≥ ε) ≤ V (X)

ε2
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Xi independent, µ, σ. Write X =
An, which hasE(An) = µ, V (An) =
σ2/n.

Application:

P (|An − µ| ≥ ε) ≤ σ2

nε2
Law of large numbers:

P (|An − µ| ≥ ε) n→∞ // 0

Law of Averages:

P (|An − µ| ≤ ε) n→∞ // 1

Note: Chebyshev actually gives an
extimate! It is a blunt instrument.
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Toss 100 coins. X = number of
heads. Xi have µ = 1/2, σ = 1/2.

We know that S100 is close to 50
with high probability. How high?

P (|S100 − 50| > 10) = P (|An −
.5| > .1) ≤ (1/4)/(100 × 0.12) =
1/4.

You can calculate the actual results,

In[10]:= 1-Sum[Binomial[100,k],

{k,40,60}]/2.^100

Out[10]= 0.0352002

which are a quite bit better, so P (|S100−
50| ≤ 10) = 0.9648.
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The central limit theorem is much
more precise.

S∗n = (Sn − nµ)/(
√
nσ).

Here n = 100, so

S∗100 = (Sn − 50)/5

P (|Sµ− 50| ≤ 10) = P (|S∗n| ≤ 10
5 )

If the central limit theorem is right
then this is approximately

P (|S∗n| ≤ 2)
∼ P (−2 < N0,1 < 2) :

In[3]:=

1/Sqrt[2*Pi]

*Integrate[Exp[-x^2/2.],{x,-2,2}]

Out[3]= 0.9545
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slightly more realistic: P (|Sµ−50| ≤
10.5) = P (|S∗n| ≤ 10.5

5 )

In[4]:=

1/Sqrt[2.*Pi]

*Integrate[Exp[-x^2/2],{x,-2.1,2.1}]

Out[4]= 0.964271

(Like LLN, the CLT is not stated
with an estimate for the error, but
one can devise such estimates.)
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In general for independent Bernoulli
trials:

µ = p, σ =
√
pq, S∗n = Sn−nµ√

npq

If 0 ≤ a ≤ b ≤ n are integers, we
want to estimate

P (a ≤ Binomial(n, p, q) ≤ b),
namely P (a ≤ Sn ≤ b).

If we write a∗ =
a−np−1/2√

npq , b∗ =

b−np+1/2√
npq then this is the same as

P (a∗ < S∗n < b∗) which is approxi-
mated by

1√
2π

∫ b∗
a∗ e
−x2/2dx =

∫ b∗
a∗ φ(x)dx.
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We can prove this specific case of
CLT, if we accept Stirling’s formula.
The form we prove is the following:
we want to compare the contribu-

tion of b(n, p, k) is about
∫ b∗
a∗ φ(x)dx

where a∗ =
k−np−1/2√

npq , b∗ =
k−np+1/2√

npq .

When n is large the fundalental the-
orem of calculus says that∫ b∗
a∗ φ(x)dx ∼ φ(k∗)∆x

where k∗ = k−np√
npq and ∆x = 1√

npq

It suffices to show that

φ(x) ∼ √npq · b(n, p, k).
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There is a pretty reasonable com-
putation in case k = np in the book,
where the result should be 1/

√
2π.√

npq · b(n, p, k)

∼
√
npqpnpqnq

√
2πnnn/en

(
√

2πnp(np)np/enp)(
√

2πnq(nq)nq/enq)
.

And indeed there is a magical can-
cellation.

Read: POLLING

Read: Genetics


