Math 52 0 - Linear algebra, Spring Semester 2012-2013
Dan Abramovich

Review

We saw: an algorithm - row re-
duction, bringing to reduced echelon
form - answers the questions:

- consistency (no pivot on right)

- dimension (count free variables)

- write all solutions:

e free variables arbitrary

e basic variable x; appearing as
pivot in row k: the equation says

Ti+ Qi 1Ti01 + - - Qp@n = by,

zi = b — (api1Tit1 + . appn).

<—reduced echelon. ..



people asked if we get
the same thing!!—

and which basic—
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Theorem said: reduced echelon form
is unique.

Say w18 a free variable. Set x; =1
and all other free variables to be 0.
This determines all the basic vari-
ables. We get the equation

2i+0+- - +0+ay; - IH0+- - = by,
T; + akj-l = by,
which means

akj = bk — €Iy.

This determines U, given which
variables are free!

To determine that it is best to think
in terms of vectors.



Vectors

A column vector 1s a matrix with

one column. Here 1s a 3-vector:
a

The order of the entries does mat-
ter.
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Basic operations:

1. addition - you add two vectors of
the same size and get again a vector
of the same size:

a e a+ e
+ (S| =[b+ ]
| C |9 ct g
2 rescaling, or multiplication by a
scalar:
a (da
d|{b| = [db

C dc
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Notation issues: different texts and

different people use different nota-
a

tions. I grew up with | b
C
Vectors are also denoted in different

ways:

X,T,T Or X.
Get used to it!



examples!—

but we will imagine—

Given a coordinate system, 2-vectors
correspond to points in the plane. 3-
vecotrs to points in space. We can
interpret the basic operations of ad-
dition and rescaling - you may have
seen this in calculus.

The vector of all zeros is the zero
vector, denoted O

n-vectors? we give up imaging them.

Physicists know that they do ap-
pear in nature. So do computer sci-
entists.



The operations have the usual prop-
erties (p27):

u+v=v-+u
(u+v)+w=u+(v+w)

u+0=u=0+u
c(u+v)=cu+cv
(c+ d)u = cu+du

c(dua) = (cd)u

Iu = u.
we'll see these as axioms for a vec-
tor space



notion

a most imp

—

example!—
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linear combination.

ortant

we say that the vector
C1V] + T+ CLVE
is a linear combination of the vectors
Vi,..., VL.

The set of all linear combinations
of v{,..., vy is their span.

Example:
All plane vectors are linear combi-

nations of e = [(1)] and ey = [g]



Question: is the vector b = E]

a linear combination of

1 3
— ?
0 and al 1l
Namely are there x1, o so that we

have the vector equation

a] =

xria] + roag = b?

<—do this
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A vector equations

is equivalent to the system of linear
equations with augmeted matrix

ajay ... ap b

[t answer the question:
In what ways is b a linear combi-
nation of aj,ag, ..., a,”
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Uniqueness of reduced eche-
lon form, one more step:

We need to determine basic vari-
ables, so pivot columns.

In an echelon form U, the k-th col-
umn is a pivot column exactly if it is
not a linear combination of the pre-
vious columns.

still need to show: the same holds

on All



justify notation—
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The equation Ax =Db

Definition

Say m X n matrix A has columns

al,ag,...,dn, and x =

L1

In

Then Ax = z1a; + - - - + xpay

Do this: o
12
34

_5 6_

|

B

Note: matching n, result is an m

vector.
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The system of linear equations with
augmeted matrix

ajay ... ap b

[s equiva_lent to the vector equation

Do this

Ax = b.
(1 2] [0
34l x= |2

50 2
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Theorem. A an m X n matrix.
The following are equivalent:

(1) Ax = b has a solution for every
b cR™

(2) every b is a linear combination
of columns of A

ﬁ (3) The echelon form of A has a pivot
I every row.

Proof.



alternative rules

r|
row rule: A= | : | then
'm
_ Fix )
Ax = :
¢

Completely explicitly

Ax =

a1y
D (25T

D apjTj]
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linearity of operation

Theorem:
Alu+v)=Au+ Av
A(cu) = cAu

Proof. (1)
U7 | 01 |
[alag...an} |+
| Un | | Un |
_ul + ”01_
— [al an dn } :
| Un ™ Un_
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Vector form of solutions

We looked at the system given by
augmented matrix

- 0-3-6 4 9]
-1 -2-1 3 1

—2 -3 0 3 -1

1 4 5-9-7]
which has reduced echelon form
(10-30 5]
01 20 -3

00 01 O

00 00 O

The original system is Ax = b where

0 -3 —6 4 9
—1-2-1 3 1

A=l 23 0 3" |1
1 4 5-9 7
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Start with the associated homo-
geneous equation

AXh = 0.
which has reduced echelon form
10-300
01 200
00 010
00 000
and solutions 1 = 3x3, T9 = —2x3, T4 =
0.
In vector form: o
ST 3
< — —2x3 . —2
L 3 3 1
- O - - O -
— XI3V]

at least there is always the
trivial solution 0!



The original system has solutions
r1 = o+3x3, 19 = —3—2x3, 14 = 0.
[ 5+ ST ]
—3 — 213

T3

= |p + X3Vvy

This is called a paprametric vector
solution.

Do this: Ax = b with

1 -10 1 1
a=lp ) ] e= 1)
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(1] ( 1] 1] \
X = ! + | X9 . + x4 !
1 0 1
o] \ Lo L 1))
Always: “particular” + “general ho-
mogeneous’ .

Theorem. If p is one solution of
Ax = b, then x is a solution if and
only it it is of the form x = p + x;,,
where xj, satisfies Axj;, = 0.

Proof.



Example: a chemical reaction com-
bines a number of AloO3 molecules
and a number of C atoms resulting
in an amount of Al and an amount of

C'O9. What can we say about these
amounts?

2 0 1 0
1|31 +x2 | 0] =230 +24| 2
il o]
20 —1 0]
Ax =0,where A= |30 0 =2
01 0-1

(Do this)



100 —2/3
Reduced echelon: [010 —1
001 —4/3

2/3
1
4/3
1
To get integers take 24 = 3 and get
2A1003 +3C' — 4Al+ 3C0Oo.

SO X = T4
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netweork:

100 o
&
- o 300
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r1 + X9 = 100

T — x3 = —200

r9 + x3 = 300
The bottom two are the reduced ech-

elon

1 — x3 = —200

ro + x3 = 300
—200] 1
x=| 300 | +x3 -1
0 1




25

INDEPENDENCE
Consider the vector equation

21V + -+ vy = 0.

Definition. The vectors vy, ..., vy
are

e linearly independent if the
only solution is x = 0, and

e linearly dependent if there is
a nonzero solution.

<—discuss explicitly

Examples: dependent or independent?

1 2 0

—2| ., =4, 0|7
1] | 2] |0
1] [=2] [1°
2. (1 |,]1]?
1] 1] |2
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When is v linearly dependent?

What does it mean for v, vo to be
linearly dependent?

Similar for vy, ..., vy to be linearly
dependent?



Theorem

V{,...,Vp are linearly dependent if
and only if at least one of them is in
the span of the others.

Proof.

<—do it now
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1 =2
?
Columns of [_2 | ] .

Proposition. The columns of A
are linearly independent if and only
if

Ax=Db
has only the trivial solution.
Proof.



Theorem If v; are m-vectors, and
n > m, then vy, ..., vy are linearly
dependent.

Proof.

<—do it now



