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Abstract. We consider the Cauchy problem for a family of semilinear
defocusing Schrödinger equations with monomial nonlinearities in one
space dimension. We establish global well-posedness and scattering.
Our analysis is based on a four-particle interaction Morawetz estimate
giving a priori L8

t,x spacetime control on solutions.

1. Introduction

We consider the initial value problem for the one-dimensional defocusing
nonlinear Schrödinger (NLS) equation,

(1.1)
{

iut + ∆u = |u|2ku
u(0, x) = u0(x),

where k ∈ N with k ≥ 3 and u is a complex-valued function on spacetime
Rt × Rx. This problem is known to be locally wellposed for initial data in
Hs(R) for s ≥ sc := 1

2 −
1
k ; see [4, 5]. The scaling invariant Sobolev index sc

is distinguished in the theory by the invariance of the Ḣsc
x norm under the

scaling symmetry of solutions to (1.1): If u solves (1.1) then

(1.2) uλ(t, x) := λ−
1
k u(λ−2t, λ−1x)

also solves (1.1).
The following quantities, if finite for the initial data, are time invariant:

Mass := M [u(t)] := ‖u(t)‖2
L2

x
,

Energy := E[u(t)] :=
1
2
‖∇u(t)‖2

L2
x

+
1

2k + 2
‖u(t)‖2k+2

L2k+2
x

.

The local-in-time theory in the presence of these conserved quantities iter-
ates to prove global-in-time well-posedness for (1.1) for initial data in H1

x.
Furthermore, in this case it is known that these global-in-time solutions
are bounded in the associated scaling-invariant diagonal Strichartz space
L3k

t,x and scatter; see [18]. It is conjectured that global well-posedness and
scattering also hold for solutions to (1.1) with initial data in Ḣsc(R).
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This work makes partial progress toward this conjecture by establishing
these properties for solutions to (1.1) with initial data in H

8
9 (R). In fact,

for all values k considered we establish global well-posedness and scattering
for (1.1) with initial data in Hs(R) for s > sk, where sk := 8k−16

9k−14 < 8
9 .

Theorem 1.1. For each k ∈ {3, 4, . . . } there is a regularity threshold sk =
8k−16
9k−14 such that the initial value problem (1.1) is globally wellposed and scat-
ters for initial data u0 ∈ Hs(R), provided s > sk. In particular, there exist
u± ∈ Hs(R) such that

‖u(t)− eit∆u±‖Hs(R) → 0 as t → ±∞.

Our approach to proving this result is based on the proof of a similar
statement for the defocusing cubic nonlinear Schrödinger equation on R3 in
[11]. The analysis in [11] is based on an a priori two-particle interaction
Morawetz estimate. We derive a four-particle interaction Morawetz inequal-
ity which provides L8

t,x spacetime control on solutions to (1.1). Our analysis
relies on this improved a priori control.

As a consequence of the four-particle interaction Morawetz inequality, we
are in fact able to offer a new proof of scattering for a class of one-dimensional
defocusing nonlinear Schrödinger equations with initial data in H1(R); see
[18] for the original proof.

Theorem 1.2 (Scattering in H1(R)). Let u0 ∈ H1(R). Then, there exists
a unique global solution u to the initial value problem

(1.3)

{
iut + ∆u = |u|2pu, p > 0,

u(0, x) = u0(x).

Moreover, if p > 2 there exist u± ∈ H1(R) such that

‖u(t)− eit∆u±‖H1(R) → 0 as t → ±∞.

We briefly explain our strategy for proving Theorem 1.1 and Theorem 1.2.
The interaction Morawetz inequality we derive in Section 3 provides a

priori L8
t,x spacetime control on solutions to (1.3) (and hence on solutions

to (1.1)), provided that ‖u(t)‖
H

1/2
x

stays bounded. In particular, if the
initial data u0 ∈ H1

x, we immediately obtain that the unique global H1
x

solution enjoys the global L8
t,x estimate. In Section 4, for p > 2 we upgrade

this estimate to stronger Strichartz norm control from which scattering in
H1

x follows, thus establishing Theorem 1.2. A similar argument in higher
dimensions, n ≥ 3, relying on the two-particle Morawetz inequality, can be
found in [20].

If we are in the Hs
x setting (rather than the H1

x setting) with s being
defined in Theorem 1.1, we know the problem is Hs

x subcritical and, as
a consequence, the length of the local well-posedness time interval of the
unique Hs

x solution depends only on the Hs
x norm of the initial data. Thus,

in order to prove global well-posedness we only need to control the Hs
x norm
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of the solution. This is not immediate as the Hs
x norm is not conserved. In

order to derive the desired control over the Hs
x norm of the solution, we will

use the ‘I-method’.
The idea behind the ‘I-method’ ([9, 11]) is to smooth out the initial data

in order to get access to the good local and global theory available at H1
x

regularity. To this end, one introduces the Fourier multiplier I which is the
identity on low frequencies and behaves like a fractional integral operator of
order 1 − s on high frequencies. Thus, the operator I maps Hs

x to H1
x and

the Hs
x norm of u can be controlled by the H1

x norm of the modified solution
Iu. However, Iu is not a solution to (1.1) and hence one cannot use the
conservation of energy to derive a bound on the H1

x norm of Iu. In fact,
we expect an increment in the energy of Iu. This increment is proved to
be under control provided the Morawetz norm is finite; see Section 5. But
in order for the Morawetz norm to be finite we need to control the H

1/2
x

norm of the solution. This sets us up for a bootstrap argument which will
be carried out in Section 6.
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2. Preliminaries

In this section, we introduce notations and some basic estimates we will
invoke throughout this paper.

We will often use the notation X . Y whenever there exists some constant
C > 0 so that X ≤ CY . Similarly, we will use X ∼ Y if X . Y . X. We will
use X � Y if X ≤ cY for some very small constant c > 0. We will sometimes
denote partial derivatives with subscripts (aj(x) := ∂ja(x) := ∂xja(x)) and
use the convention that repeated indices are implicitly summed.

We use Lr
x(R) to denote the Banach space of functions f : R → C whose

norm

‖f‖r :=
(∫

R
|f(x)|rdx

)1/r

is finite, with the usual modifications when r = ∞.
We use Lq

tL
r
x to denote the spacetime norm

‖u‖q,r := ‖u‖Lq
t Lr

x(R×R) :=
(∫

R

(∫
R
|u(t, x)|rdx

)q/r
dt

)1/q
,

with the usual modifications when either q or r are infinity, or when the
domain R × R is replaced by some smaller spacetime region. When q = r
we abbreviate Lq

tL
r
x by Lq

t,x.
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We define the Fourier transform on R to be

f̂(ξ) :=
∫

R
e−2πix·ξf(x)dx.

We will make use of the fractional differentiation operators |∇|s defined
by

|̂∇|sf(ξ) := |ξ|sf̂(ξ).
These define the homogeneous Sobolev norms

‖f‖Ḣs
x

:= ‖|∇|sf‖L2
x

and more general Sobolev norms

‖f‖Hs,p
x

:= ‖〈∇〉sf‖p,

where, 〈∇〉 = (1 + |∇|2)
1
2 .

Let eit∆ be the free Schrödinger propagator. In physical space this is
given by the formula

eit∆f(x) =
1

(4πit)1/2

∫
R

ei|x−y|2/4tf(y)dy

for t 6= 0 (using a suitable branch cut to define (4πit)1/2), while in frequency
space one can write this as

(2.1) êit∆f(ξ) = e−4π2it|ξ|2 f̂(ξ).

In particular, the propagator obeys the dispersive inequality

(2.2) ‖eit∆f‖L∞x . |t|−
1
2 ‖f‖L1

x

for all times t 6= 0.
We also recall Duhamel’s formula

u(t) = ei(t−t0)∆u(t0)− i

∫ t

t0

ei(t−s)∆(iut + ∆u)(s)ds.(2.3)

Definition 2.1. A pair of exponents (q, r) is called Schrödinger-admissible
if

2
q

+
1
r

=
1
2
, 2 ≤ r ≤ ∞.

For a spacetime slab I × R, we define the Strichartz norm

‖f‖S0(I) := sup
(q,r) admissible

‖f‖Lq
t Lr

x(I×R).

Then, we have the following Strichartz estimates (for a proof see [13, 15, 19]):

Lemma 2.1. Let I be a compact time interval, t0 ∈ I, s ≥ 0, and let u be
a solution to the forced Schrödinger equation

iut + ∆u =
m∑

i=1

Fi
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for some functions F1, . . . , Fm. Then,

(2.4) ‖|∇|su‖S0(I) . ‖u(t0)‖Ḣs
x

+
m∑

i=1

‖|∇|sFi‖
L

q′
i

t L
r′
i

x (I×R)

for any admissible pairs (qi, ri), 1 ≤ i ≤ m. Here, p′ denotes the conjugate
exponent to p, that is, 1

p + 1
p′ = 1.

We will also need some Littlewood-Paley theory. Specifically, let ϕ(ξ) be
a smooth bump supported in |ξ| ≤ 2 and equalling one on |ξ| ≤ 1. For each
dyadic number N ∈ 2Z we define the Littlewood-Paley operators

P̂≤Nf(ξ) := ϕ(ξ/N)f̂(ξ),

P̂>Nf(ξ) := [1− ϕ(ξ/N)]f̂(ξ),

P̂Nf(ξ) := [ϕ(ξ/N)− ϕ(2ξ/N)]f̂(ξ).

Similarly, we can define P<N , P≥N , and PM<·≤N := P≤N − P≤M , whenever
M and N are dyadic numbers. We will frequently write f≤N for P≤Nf and
similarly for the other operators. We recall the following standard Bernstein
and Sobolev type inequalities:

Lemma 2.2. For any 1 ≤ p ≤ q ≤ ∞ and s > 0, we have

‖P≥Nf‖Lp
x

. N−s‖|∇|sP≥Nf‖Lp
x

‖|∇|sP≤Nf‖Lp
x

. N s‖P≤Nf‖Lp
x

‖|∇|±sPNf‖Lp
x
∼ N±s‖PNf‖Lp

x

‖P≤Nf‖Lq
x

. N
1
p
− 1

q ‖P≤Nf‖Lp
x

‖PNf‖Lq
x

. N
1
p
− 1

q ‖PNf‖Lp
x
.

For N > 1, we define the Fourier multiplier I := IN (cf. [9])

ÎNu(ξ) := mN (ξ)û(ξ),

where mN is a smooth radial decreasing function such that

mN (ξ) =
{

1, if |ξ| ≤ N( |ξ|
N

)s−1
, if |ξ| ≥ 2N.

Thus, I is the identity operator on frequencies |ξ| ≤ N and behaves like a
fractional integral operator of order 1−s on higher frequencies. In particular,
I maps Hs

x to H1
x. We collect the basic properties of I into the following

Lemma 2.3. Let 1 < p < ∞ and 0 ≤ σ ≤ s < 1. Then,

‖If‖p . ‖f‖p(2.5)

‖|∇|σP>Nf‖p . Nσ−1‖∇If‖p(2.6)

‖f‖Hs
x

. ‖If‖H1
x

. N1−s‖f‖Hs
x
.(2.7)
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Proof. The estimate (2.5) is a direct consequence of the multiplier theorem.
To prove (2.6), we write

‖|∇|σP>Nf‖p = ‖P>N |∇|σ(∇I)−1∇If‖p.

The claim follows again from the multiplier theorem.
Now we turn to (2.7). By the definition of the operator I and (2.6),

‖f‖Hs
x

. ‖P≤Nf‖Hs
x

+ ‖P>Nf‖2 + ‖|∇|sP>Nf‖2

. ‖P≤NIf‖H1
x

+ N−1‖∇If‖2 + N s−1‖∇If‖2

. ‖If‖H1
x
.

On the other hand, since the operator I commutes with 〈∇〉s,

‖If‖H1
x

= ‖〈∇〉1−sI〈∇〉sf‖2 . N1−s‖〈∇〉sf‖2 . N1−s‖f‖Hs
x
,

which proves the last inequality in (2.7). Note that a similar argument also
yields

‖If‖Ḣ1
x

. N1−s‖f‖Ḣs
x
.(2.8)

�

3. An interaction Morawetz inequality

In this section we develop an a priori four-particle interaction Morawetz
inequality for solutions to one-dimensional defocusing nonlinear Schrödinger
equations. This a priori control will be fundamental to our analysis.

The name Morawetz inequality derives from her work on monotonicity
formulae for the wave equation. The Schrödinger version is due to Lin and
Strauss, [16]. The idea of a two-particle interaction Morawetz inequality
was first introduced in [11]. This two-particle style of estimate has proved
invaluable in the study of NLS in dimensions three and higher. Unfortu-
nately, there is no direct analogue of this estimate in dimensions one and
two; nevertheless, several alternatives have been proposed, [18, 12]. Here
we derive a Morawetz inequality based on four-particle interactions. This
approach was suggested to us by Terry Tao, based on a private conversation
with Andrew Hassel.

Proposition 3.1 (Interaction Morawetz estimate). Let u be an H1/2 solu-
tion to (1.3) on the spacetime slab I × R. Then,∫

I

∫
R
|u(t, x)|8 dx dt . ‖u‖2

L∞t Ḣ
1/2
x (I×R)

‖u0‖6
2.(3.1)

The calculations that follow are difficult to justify without additional
regularity and decay assumptions on the solution. This obstacle can be dealt
with in the standard manner: mollify the initial data and the nonlinearity
to make the interim calculations valid and observe that the mollifications
can be removed at the end. For expository reasons, we skip the details and
keep all computations on a formal level.
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In order to prove Proposition 3.1 we first review general facts about the
one-particle Morawetz action. Let φ : Rt × R4

y → C be a solution to the
Schrödinger equation

iφt + ∆φ = N .

Let a : R4
y → R be a convex weight function and define the Morawetz action

to be the weighted momentum

Ma(t) := 2 Im
∫

R4

φ(t, y)∇a(y) · ∇φ(t, y) dy.

A direct calculation establishes that in the (y1, . . . , y4) coordinate system
we have

∂tMa(t) = 2
∫

R4

(−∆∆a(y))|φ(t, y)|2 dy + 4
∫

R4

ajk(y) Re(φjφk)(t, y) dy

+ 2
∫

R4

∇a(y) · {N , φ}(t, y) dy,

where the momentum bracket is defined by

{f, g} := Re(f∇ḡ − g∇f̄).

As the weight a is convex, the matrix {ajk}1≤j,k≤4 is positive semi-definite
and hence ∫

R4

ajk(y) Re(φjφk)(t, y) dy ≥ 0.

Thus,

∂tMa(t) ≥ 2
∫

R4

(−∆∆a(y))|φ(t, y)|2 dy(3.2)

+ 2
∫

R4

∇a(y) · {N , φ}(t, y) dy.

Now we are ready to prove Proposition 3.1. Let u be a solution to (1.3)
and for each 1 ≤ j ≤ 4 let uj(t, xj) := u(t, xj). Define

w(t, x) = w(t, x1, x2, x3, x4) :=
4∏

j=1

uj(t, xj);

note that w satisfies the equation

iwt + ∆xw =
( 4∑

j=1

|uj |2p
)
w.

Next, we perform the orthonormal change of variables

z = Ax with A =
1
2


1 1 1 1
1 1 −1 −1
1 −1 1 −1
−1 1 1 −1

 .
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Then ∆x = ∆z and hence, for ω(t, z) := w(t, x(z)), we have

iωt + ∆zω =
( 4∑

j=1

|uj |2p
)
ω.

Applying (3.2) to ω in the (z1, . . . , z4) coordinate system with the convex
weight a(z) := (z2

2 + z2
3 + z2

4)
1/2, we get

∂tMa(t) ≥ 2
∫

R4

(−∆z∆za(z))|ω(t, z)|2 dz

+ 2
∫

R4

∇za(z) ·
{( 4∑

j=1

|uj |2p
)
ω, ω

}
(t, z) dz,(3.3)

where
Ma(t) := 2 Im

∫
R4

ω(t, z)∇za(z) · ∇zω(t, z) dz.

A quick computation shows that

−∆z∆za(z) = 4πδ(z2, z3, z4)

and hence, by a change of variables,

2
∫

R4

(−∆z∆za(z))|ω(t, z)|2 dz1 = 8π

∫
R
|ω(t, z1, 0, 0, 0)|2 dz1

= 16π

∫
R
|w(t, z1, z1, z1, z1)|2 dz1

= 16π

∫
R
|u(t, z1)|8 dz1.

To estimate the second term on the right-hand side of (3.3), we note that
orthonormal changes of variables leave inner products invariant and hence,∫

R4

∇za(z) ·
{( 4∑

j=1

|uj |2p
)
ω, ω

}
(t, z) dz

=
∫

R4

∇xa(x) ·
{( 4∑

j=1

|uj |2p
)
w,w

}
(t, x) dx.

A simple computation then shows that in the (x1, . . . , x4) coordinate system
we have{( 4∑

j=1

|uj |2p
)
w,w

}i =
( 4∑

j=1

|uj |2p
)
w∂xiw̄ − w∂xi

[( 4∑
j=1

|uj |2p
)
w̄

]
= −|w|2∂xi

( 4∑
j=1

|uj |2p
)

= − p

p + 1
∂xi

(
|w|2|ui|2p

)
.
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Integrating by parts, we obtain

∫
R4

∇xa(x)·
{( 4∑

j=1

|uj |2p
)
w,w

}
(t, x) dx

=
p

p + 1

∫
R4

4∑
i=1

aii(x)
(
|w|2|ui|2p

)
(t, x) dx ≥ 0,

as a is a convex function.
Putting everything together we get

∂tMa(t) ≥ 8π

∫
R
|u(t, x)|8 dx

and hence, by the Fundamental Theorem of Calculus,

∫
I

∫
R
|u(t, x)|8 dx dt . sup

t∈I
|Ma(t)|.

In order to estimate the right-hand side in the inequality above, we first
note that

∣∣∣∫
Rn

f(x)
x

|x|
· ∇f(x) dx

∣∣∣ . ‖f‖2
Ḣ1/2(Rn)

,(3.4)

for any function f : Rn → C with n ≥ 3. Indeed, by Cauchy-Schwarz,

∣∣∣∫
Rn

f(x)
x

|x|
· ∇f(x) dx

∣∣∣ . ‖f‖Ḣ1/2(Rn)

∥∥∥ x

|x|
f
∥∥∥

Ḣ1/2(Rn)
,

and (3.4) follows if we establish that the operator T (f)(x) := x
|x|f(x) is

bounded on Ḣ1/2(Rn). Using Hardy’s inequality

∥∥∥ f

|x|

∥∥∥
2

. ‖∇f‖2,

it is easy to see that T is bounded on L2(Rn) and on Ḣ1(Rn). By interpo-
lation, this yields the claim.
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Applying (3.4) (in the variables (z2, z3, z4)), Plancherel, and a change of
variables, we estimate

|Ma(t)| .
∫

R
‖ω(t, z1, ·)‖2

Ḣ1/2(R3)
dz1

=
∫

R

∫
R3

|ξ2
2 + ξ2

3 + ξ2
4 |1/2|ω̃(t, z1, ξ2, ξ3, ξ4)|2 dξ2 dξ3 dξ4 dz1

=
∫

R4

|ξ2
2 + ξ2

3 + ξ2
4 |1/2|ω̂(t, ξ)|2 dξ

≤
∫

R4

|ξ||ω̂(t, ξ)|2 dξ

=
∫

R4

|η||ŵ(t, η)|2 dη

=
∫

R4

|η||û1(t, η1)|2|û2(t, η2)|2|û3(t, η3)|2|û4(t, η4)|2 dη

≤
∫

R4

(
|η1|+ |η2|+ |η3|+ |η4|

) 4∏
j=1

|ûj(t, ηj)|2 dη

≤ 4‖u(t)‖2
Ḣ1/2‖u(t)‖6

2.

In the computations above, we used ω̃ to denote the partial Fourier transform
with respect to the variables (z2, z3, z4) and ω̂ to denote the full Fourier
transform. The change of variables performed was ξ := Aη.

Thus, by the conservation of mass,∫
I

∫
R
|u(t, x)|8 dx dt . sup

t∈I
‖u(t)‖2

Ḣ
1/2
x
‖u(t)‖6

2 . ‖u‖2

L∞t Ḣ
1/2
x (I×R)

‖u0‖6
2.

This concludes the proof of Proposition 3.1.

4. Proof of Theorem 1.2

In this section we prove Theorem 1.2. Global well-posedness for (1.3)
is a consequence of the fact that the equation is subcritical with respect to
energy. The result and the proof are by now standard and we will not revisit
them here; see [5, 14].

Scattering in the case p > 2 was first proved by Nakanishi, [18]. In
this section we present a new proof relying on the four-particle interaction
Morawetz inequality we developed in the previous section.

Indeed, by Proposition 3.1 and the conservation of mass and energy, the
unique global solution to (1.3) with initial data in H1(R) satisfies

‖u‖L8
t,x(R×R) . ‖u0‖H1(R).(4.1)

In order to prove scattering, we first upgrade (4.1) to Strichartz control.
Let δ > 0 be a small constant to be chosen momentarily and divide R into
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L = L(‖u0‖H1(R)) subintervals Ij = [tj , tj+1] such that

‖u‖L8
t,x(Ij×R) ∼ δ.(4.2)

As p > 2, there exists ε > 0 such that p > 2 + 1
8ε. By Lemma 2.1, Hölder,

(4.2), and Sobolev embedding, on each Ij × R we estimate

‖〈∇〉u‖S0(Ij) . ‖〈∇〉u(tj)‖2 + ‖〈∇〉
(
|u|2pu

)
‖

L
4/3
t L1

x

. ‖u0‖H1(R) + ‖|u|2p‖L2
t L1

x
‖〈∇〉u‖L4

t L∞x

. ‖u0‖H1(R) + ‖u‖ε
L8

t,x
‖u‖2p−ε

L
8(2p−ε)

4−ε
t L

8(2p−ε)
8−ε

x

‖〈∇〉u‖S0(Ij)

. ‖u0‖H1(R) + δε
∥∥|∇| 8p−16−ε

8(2p−ε) u
∥∥2p−ε

S0(Ij)
‖〈∇〉u‖S0(Ij)

. ‖u0‖H1(R) + δε‖〈∇〉u‖2p+1−ε
S0(Ij)

.

A standard continuity argument yields

‖〈∇〉u‖S0(Ij) . ‖u0‖H1(R),

provided δ is chosen sufficiently small depending on ‖u0‖H1(R). Summing
these bounds over all subintervals Ij we derive

‖〈∇〉u‖S0(Ij) ≤ C(‖u0‖H1(R)).(4.3)

We now use (4.3) to prove asymptotic completeness, that is, there exist
unique u± such that

(4.4) ‖u(t)− eit∆u±‖H1(R) → 0 as t → ±∞.

By time reversal symmetry, it suffices to prove the claim for positive times
only. For t > 0, we define v(t) := e−it∆u(t). We will show that v(t) converges
in H1

x as t → +∞, and define u+ to be the limit.
Indeed, by Duhamel’s formula,

(4.5) v(t) = u0 − i

∫ t

0
e−is∆

(
|u|2pu

)
(s) ds.

Therefore, for 0 < τ < t,

v(t)− v(τ) = −i

∫ t

τ
e−is∆

(
|u|2pu

)
(s) ds.

Arguing as above, by Lemma 2.1 and Sobolev embedding,

‖v(t)− v(τ)‖H1(R) . ‖〈∇〉
(
|u|2pu

)
‖

L
4/3
t L1

x([t,τ ]×R)

. ‖u‖ε
L8

t,x([t,τ ]×R)‖〈∇〉u‖
2p+1−ε
S0([t,τ ])

.

Thus, by (4.1) and (4.3),

‖v(t)− v(τ)‖H1(R) → 0 as τ, t →∞.
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In particular, this implies u+ is well defined and inspecting (4.5) we find

u+ = u0 − i

∫ ∞

0
e−is∆(|u|2pu)(s) ds.

Using the same estimates as above, it is now an easy matter to derive (4.4).
This completes the proof of Theorem 1.2.

5. Almost conservation law

As mentioned in the introduction, in order to prove global well-posedness
for (1.1) it suffices to obtain a priori control over the Hs

x norm of solutions
to (1.1). However, the Hs

x norm is not a conserved quantity. Nevertheless, it
can be controlled by the H1

x norm of the modified solution INu (see (2.7)).
While we do have conservation of energy for (1.1), INu is not a solution to
(1.1) and hence we expect an energy increment. In this section, we prove
that the energy increment is small on intervals where the Morawetz norm
is small, thus transfering the problem to controlling the Morawetz norm
globally.

Proposition 5.1 (Energy increment). Let s > k−2
2k−1 and let u be an Hs

x

solution to (1.1) on the spacetime slab [t0, T ] × R with E(INu(t0)) ≤ 1.
Suppose in addition that

‖u‖L8
t,x([t0,T ]×R) ≤ η(5.1)

for a sufficiently small η > 0 (depending on k and on E(INu(t0))). Then,
for N sufficiently large (depending on k and on E(INu(t0))),

(5.2) sup
t∈[t0,T ]

E(INu(t)) = E(INu(t0)) + N−1+.

Proof. Fix t ∈ [t0, T ] and define

‖u‖Z(t) := ‖∇P≤1u‖S0([t0,t]) + sup
(q,r) admissible

(∑
N>1

‖∇PNu‖2
Lq

t Lr
x([t0,t]×R)

)1/2
.

We observe the inequality

(5.3)
∥∥∥( ∑

N∈2Z

|fN |2
)1/2∥∥∥

Lq
t Lr

x

≤
( ∑

N∈2Z

‖fN‖2
Lq

t Lr
x

)1/2

for all 2 ≤ q, r ≤ ∞ and arbitrary functions fN , which one proves by in-
terpolating between the trivial cases (2, 2), (2,∞), (∞, 2), and (∞,∞). In
particular, (5.3) holds for all admissible exponents (q, r). Combining this
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with the Littlewood-Paley inequality, we find1

‖u‖Lq
t Lr

x
.

∥∥∥( ∑
N∈2Z

|PNu|2
)1/2∥∥∥

Lq
t Lr

x

.
( ∑

N∈2Z

‖PNu‖2
Lq

t Lr
x

)1/2
.

In particular,
‖∇u‖S0([t0,t]) . ‖u‖Z(t).

Moreover, using Lemma 2.1, the fact that the Littlewood-Paley operators
PN commute with i∂t + ∆, the Littlewood-Paley inequality, together with
the dual of (5.3), we get

‖u‖Z(t) . ‖u(t0)‖Ḣ1
x

+ ‖∇(iut + ∆u)‖
Lq′

t Lr′
x ([t0,t]×R)

,(5.4)

for any admissible pair (q, r).
Now define

ZI(t) := ‖INu‖Z(t).

Lemma 5.1. Under the hypotheses of Proposition 5.1,

ZI(t) . ‖∇INu(t0)‖2 + N−(k+2)ZI(t)2k+1 + η
14k

3k−1 ZI(t)
1+

2k(3k−8)
3k−1

+ η
16
3 sup

s∈[t0,t]
E(INu(s))

3k−8
3(k+1) ZI(t).(5.5)

Proof. Throughout this proof, all spacetime norms are on [t0, t] × R. By
(5.4) and Hölder’s inequality, combined with the fact that ∇IN acts as a
derivative (as the multiplier of ∇IN is increasing in |ξ|), we estimate

ZI(t) . ‖∇INu(t0)‖2 + ‖∇IN (|u|2ku)‖ 6
5
, 6
5

. ‖∇INu(t0)‖2 + ‖u‖2k
3k,3k‖∇INu‖6,6

. ‖∇INu(t0)‖2 + ‖u‖2k
3k,3kZI(t).

To estimate ‖u‖3k,3k, we decompose u := u≤1 + u1<·≤N + u>N . To estimate
the low frequencies, we use interpolation, (5.1), Bernstein, and the fact that
the operator IN is the identity on frequencies |ξ| ≤ 1 to get

‖u≤1‖3k,3k . ‖u≤1‖
8
3k
8,8‖u≤1‖

1− 8
3k∞,∞

. η
8
3k ‖u≤1‖

1− 8
3k

∞,2k+2

. η
8
3k sup

s∈[t0,t]
E(INu(s))

3k−8
3k(2k+2) .

1Strictly speaking, as the Littlewood-Paley square function is not bounded on L∞x ,
the inequality does not hold for the Schrödinger-admissible pair (4,∞). However, this
particular estimate will not be needed in the proof of Proposition 5.1 and we thus make
the convention that in the proof of this proposition alone the S0 norm is the supremum
over all admissible pairs except (4,∞).
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To estimate the medium frequencies, we use interpolation, (5.1), Sobolev
embedding, Bernstein, and the fact that the operator IN is the identity on
frequencies |ξ| ≤ N

‖u1<·≤N‖3k,3k . ‖u1<·≤N‖
7

3k−1

8,8 ‖u1<·≤N‖
3k−8
3k−1

24k,24k

. η
7

3k−1 ‖|∇|
1
2
− 1

8k u1<·≤N‖
3k−8
3k−1

24k, 12k
6k−1

. η
7

3k−1 ZI(t)
3k−8
3k−1 .

To estimate the high frequencies, we use Sobolev embedding and Lemma 2.3

‖u>N‖3k,3k . ‖|∇|
1
2
− 1

k u>N‖3k, 6k
3k−4

. N− 1
2
− 1

k ‖∇INu>N‖3k, 6k
3k−4

. N− 1
2
− 1

k ZI(t).

Putting everything together, we derive (5.5). �

Next, we control the energy increment in terms of the size of the modified
solution INu.

Lemma 5.2. Under the hypotheses of Proposition 5.1,∣∣ sup
s∈[t0,t]

E(INu(s))− E(INu(t0))
∣∣(5.6)

. N−1+
(
ZI(t)2k+2 + η

16
3 ZI(t)2 sup

s∈[t0,t]
E(INu(s))

3k−8
3(k+1)

+
2k+2∑
J=3

η
4(2k+2−J)

2k−1 ZI(t)J sup
s∈[t0,t]

E(INu(s))
(2k−5)(2k+2−J)

(2k−1)(2k+2)

)
+ N−1+

(
ZI(t)2k+1 + η

16
3 ZI(t) sup

s∈[t0,t]
E(INu(s))

3k−8
3(k+1)

)
×

(
ZI(t)2k+1 + η

4
3 sup

s∈[t0,t]
E(INu(s))

6k−1
3(2k+2)

)
+ N−1+

2k+2∑
J=3

η
4(2k+2−J)

2k−1 ZI(t)J−1 sup
s∈[t0,t]

E(INu(s))
(2k−5)(2k+2−J)

(2k−1)(2k+2)

×
(
ZI(t)2k+1 + η

4
3 sup

s∈[t0,t]
E(INu(s))

6k−1
3(2k+2)

)
.

Proof. As

d

dt
E(u(t)) = Re

∫
ūt(|u|2ku−∆u) dx = Re

∫
ūt(|u|2ku−∆u− iut) dx,



SCATTERING FOR GENERALIZED NLS ON R 15

we obtain
d

dt
E(Iu(t)) = Re

∫
Iūt(|Iu|2kIu−∆Iu− iIut) dx

= Re
∫

Iūt(|Iu|2kIu− I(|u|2ku)) dx.

Using the Fundamental Theorem of Calculus and Plancherel, we write2

E(Iu(t))− E(Iu(t0))

= Re
∫ t

t0

∫
P2k+2

i=1 ξi=0

(
1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)

m(ξ2)m(ξ3) · · ·m(ξ2k+2)

)
Î∂tu(ξ1)Îu(ξ2) · · · Îu(ξ2k+1)Îu(ξ2k+2) dσ(ξ) ds.

As iut = −∆u + |u|2ku, we thus need to control∣∣∣∫ t

t0

∫
P2k+2

i=1 ξi=0

(
1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)

m(ξ2)m(ξ3) · · ·m(ξ2k+2)

)
(5.7)

∆Îu(ξ1)Îu(ξ2) · · · Îu(ξ2k+1)Îu(ξ2k+2) dσ(ξ) ds
∣∣∣

and ∣∣∣∫ t

t0

∫
P2k+2

i=1 ξi=0

(
1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)

m(ξ2)m(ξ3) · · ·m(ξ2k+2)

)
(5.8)

̂
I(|u|2ku)(ξ1)Îu(ξ2) · · · Îu(ξ2k+1)Îu(ξ2k+2) dσ(ξ) ds

∣∣∣.
We first estimate (5.7). To this end, we decompose

u :=
∑
N≥1

PNu

with the convention that P1u := P≤1u. Using this notation and symmetry,
we estimate

(5.9) (5.7) .
∑

N1,...,N2k+2≥1
N2≥N3≥···≥N2k+2

B(N1, . . . , N2k+2),

where

B(N1, . . . , N2k+2)

:=
∣∣∣∫ t

t0

∫
P2k+2

i=1 ξi=0

(
1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)

m(ξ2)m(ξ3) · · ·m(ξ2k+2)

)
∆ÎuN1(ξ1)ÎuN2(ξ2) · · · ̂IuN2k+1

(ξ2k+2) ̂IuN2k+2
(ξ2k+2)dσ(ξ)ds

∣∣∣.
Case I: N1 > 1, N2 ≥ · · · ≥ N2k+2 > 1.
Case Ia: N � N2.

2Throughout this proof we use the abbreviation m := mN .
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In this case,

m(ξ2 + ξ3 + · · ·+ ξ2k+2) = m(ξ2) = · · · = m(ξ2k+2) = 1.

Thus,

B(N1, . . . , N2k+2) = 0

and the contribution to the right-hand side of (5.9) is zero.
Case Ib: N2 & N � N3.

As
∑2k+2

i=1 ξi = 0, we must have N1 ∼ N2. Thus, by the Fundamental
Theorem of Calculus,

∣∣∣1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)

∣∣∣ =
∣∣∣1− m(ξ2 + · · ·+ ξ2k+2)

m(ξ2)

∣∣∣
.

∣∣∣∇m(ξ2)(ξ3 + · · ·+ ξ2k+2)
m(ξ2)

∣∣∣ .
N3

N2
.

Applying the multilinear multiplier theorem (cf. [7, 8]), Sobolev embedding,
Bernstein, and recalling that Nj > 1, we estimate

B(N1, . . . , N2k+2)

.
N3

N2
‖∆IuN1‖6,6‖IuN2‖6,6‖IuN3‖6,6

2k+2∏
j=4

‖IuNj‖2(2k−1),2(2k−1)

.
N1

N2
2

3∏
j=1

‖∇IuNj‖6,6

2k+2∏
j=4

‖|∇|
k−2
2k−1 IuNj‖2(2k−1),

2(2k−1)
2k−3

.
1

N2
ZI(t)2k+2 . N−1+N0−

2 ZI(t)2k+2.

The factor N0−
2 allows us to sum in N1, N2, . . . , N2k+2, this case contributing

at most N−1+ZI(t)2k+2 to the right-hand side of (5.9).
Case Ic: N2 � N3 & N .

As
∑2k+2

i=1 ξi = 0, we must have N1 ∼ N2. Thus, as m is decreasing,

∣∣∣1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)

∣∣∣ .
m(ξ1)

m(ξ2) · · ·m(ξ2k+2)
.
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Using again the multilinear multiplier theorem, Sobolev embedding, Bern-
stein, and the fact that m(ξ)|ξ|

k+1
2k−1 is increasing for s > k−2

2k−1 , we estimate

B(N1, . . . , N2k+2)

.
m(N1)

m(N2) · · ·m(N2k+2)
N1

N2N3

3∏
j=1

‖∇IuNj‖6,6

2k+2∏
j=4

‖|∇|
k−2
2k−1 IuNj‖2(2k−1),

2(2k−1)
2k−3

.
1

N3m(N3)
∏2k+2

j=4 m(Nj)N
k+1
2k−1

j

3∏
j=1

‖∇IuNj‖6,6

2k+2∏
j=4

‖∇IuNj‖2(2k−1),
2(2k−1)
2k−3

.
1

N3m(N3)
‖∇IuN1‖6,6‖∇IuN2‖6,6ZI(t)2k

. N−1+N0−
3 ‖∇IuN1‖6,6‖∇IuN2‖6,6ZI(t)2k.

The factor N0−
3 allows us to sum over N3, . . . , N2k+2. To sum over N1 and

N2, we use the fact that N1 ∼ N2 and Cauchy-Schwarz to estimate the
contribution to the right-hand side of (5.9) by

N−1+
( ∑

N1>1

‖∇IuN1‖2
6,6

) 1
2
( ∑

N2>1

‖∇IuN2‖2
6,6

) 1
2
ZI(t)2k . N−1+ZI(t)2k+2.

Case Id: N2 ∼ N3 & N .
As

∑2k+2
i=1 ξi = 0, we obtain N1 . N2, and hence m(N1) & m(N2) and

m(N1)N1 . m(N2)N2. Thus,∣∣∣1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)

∣∣∣ .
m(N1)

m(N2)m(N3) · · ·m(N2k+2)
.

Arguing as for Case Ic, we estimate

B(N1, . . . , N2k+2) .
m(N1)N1

m(N2)N2m(N3)N3
∏2k+2

j=4 m(Nj)N
k+1
2k−1

j

ZI(t)2k+2

.
1

m(N3)N3
ZI(t)2k+2

. N−1+N0−
3 ZI(t)2k+2.

The factor N0−
3 allows us to sum over N1, . . . , N2k+2. This case contributes

at most N−1+ZI(t)2k+2 to the right-hand side of (5.9).
Case II: There exists 1 ≤ j0 ≤ 2k + 2 such that Nj0 = 1. Recall that by
our convention, P1 := P≤1.
Case IIa: N1 = 1.

Let J be such that N2 ≥ · · · ≥ NJ > 1 = NJ+1 = · · · = N2k+2. Note that
we may assume J ≥ 3 since otherwise

B(N1, . . . , N2k+2) = 0.
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Also, arguing as for Case Ia, if N � N2 then

B(N1, . . . , N2k+2) = 0.

Thus, we may assume N2 & N . In this case we cannot have N2 � N3 since
it would contradict

∑2k+2
i=1 ξi = 0 and N1 = 1. Hence, we must have

N2 ∼ N3 & N.

As ∣∣∣1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)

∣∣∣ .
1

m(N2)m(N3) · · ·m(N2k+2)
,

we use the multilinear multiplier theorem and Sobolev embedding to esti-
mate

B(N1, . . . , N2k+2)

.
N1

m(N2)N2m(N3)N3m(N4) · · ·m(N2k+2)

3∏
j=1

‖∇IuNj‖6,6

×
J∏

j=4

‖|∇|
k−2
2k−1 IuNj‖2(2k−1),

2(2k−1)
2k−3

2k+2∏
j=J+1

‖IuNj‖2(2k−1),2(2k−1)

.
1

m(N2)N2m(N3)N3
∏J

j=4 m(Nj)N
k+1
2k−1

j

ZI(t)J
2k+2∏

j=J+1

‖IuNj‖2(2k−1),2(2k−1)

. N−2+N0−
2 ZI(t)J

2k+2∏
j=J+1

‖IuNj‖2(2k−1),2(2k−1).

Applying interpolation, (5.1), and Bernstein, we bound

‖Iu≤1‖2(2k−1),2(2k−1) . ‖Iu≤1‖
4

2k−1

8,8 ‖Iu≤1‖
2k−5
2k−1
∞,∞(5.10)

. η
4

2k−1 sup
s∈[t0,t]

E(Iu(s))
2k−5

(2k−1)(2k+2) .

Thus,

B(N1, . . . , N2k+2) . N−2+N0−
2 η

4(2k+2−J)
2k−1 ZI(t)J sup

s∈[t0,t]
E(Iu(s))

(2k−5)(2k+2−J)
(2k−1)(2k+2) .

The factor N0−
2 allows us to sum in N2, . . . , NJ . This case contributes at

most

N−2+
2k+2∑
J=3

η
4(2k+2−J)

2k−1 ZI(t)J sup
s∈[t0,t]

E(Iu(s))
(2k−5)(2k+2−J)

(2k−1)(2k+2)

to the right-hand side of (5.9).
Case IIb: N1 > 1 and N2 = · · · = N2k+2 = 1.
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As
∑2k+2

i=1 ξi = 0, we obtain N1 . 1 and thus, taking N sufficiently large
depending on k, we get

1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)

= 0.

This case contributes zero to the right-hand side of (5.9).
Case IIc: N1 > 1 and N2 > 1 = N3 = · · · = N2k+2.

As
∑2k+2

i=1 ξi = 0, we must have N1 ∼ N2. If N1 ∼ N2 � N , then

1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)

= 0

and the contribution is zero. Thus, we may assume N1 ∼ N2 & N .
Applying the Fundamental Theorem of Calculus,∣∣∣1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)

m(ξ2)m(ξ3) · · ·m(ξ2k+2)

∣∣∣ =
∣∣∣1− m(ξ2 + · · ·+ ξ2k+2)

m(ξ2)

∣∣∣
.

∣∣∣∇m(ξ2)
m(ξ2)

∣∣∣ .
1

N2
.

By the multilinear multiplier theorem,

B(N1, . . . , N2k+2) .
1

N2
‖∆IuN1‖6,6‖IuN2‖6,6

2k+2∏
j=3

‖IuNj‖3k,3k

.
N1

N2
2

‖∇IuN1‖6,6‖∇IuN2‖6,6‖Iu≤1‖2k
3k,3k

. N−1+N0−
2 ZI(t)2‖Iu≤1‖2k

3k,3k.

The factor N0−
2 allows us to sum in N1 and N2. Using interpolation, (2.5),

(5.1), and Bernstein, we estimate

‖Iu≤1‖3k,3k . ‖Iu≤1‖
8
3k
8,8‖Iu≤1‖

1− 8
3k∞,∞

. η
8
3k ‖Iu≤1‖

1− 8
3k

∞,2k+2

. η
8
3k sup

s∈[t0,t]
E(Iu(s))

3k−8
3k(2k+2) .

Thus, this case contributes at most

N−1+η
16
3 ZI(t)2 sup

s∈[t0,t]
E(Iu(s))

3k−8
3(k+1)

to the right-hand side of (5.9).
Case IId: N1 > 1 and there exists J ≥ 3 such that N2 ≥ · · · ≥ NJ > 1 =
NJ+1 = · · · = N2k+2.

To estimate the contribution of this case, we argue as for Case I; the only
new ingredient is that the low frequencies are estimated via (5.10). This
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case contributes at most

N−1+
2k+2∑
J=3

η
4(2k+2−J)

2k−1 ZI(t)J sup
s∈[t0,t]

E(Iu(s))
(2k−5)(2k+2−J)

(2k−1)(2k+2)

to the right-hand side of (5.9).
Putting everything together, we get

(5.7) . N−1+ZI(t)2k+2 + N−1+η
16
3 ZI(t)2 sup

s∈[t0,t]
E(Iu(s))

3k−8
3(k+1)

+ N−1+
2k+2∑
J=3

η
4(2k+2−J)

2k−1 ZI(t)J sup
s∈[t0,t]

E(Iu(s))
(2k−5)(2k+2−J)

(2k−1)(2k+2) .(5.11)

We turn now to estimating (5.8). Again we decompose

u :=
∑
N≥1

PNu

with the convention that P1u := P≤1u. Using this notation and symmetry,
we estimate

(5.8) .
∑

N1,...,N2k+2≥1
N2≥···≥N2k+2

C(N1, · · · , N2k+2),

where

C(N1, · · · , N2k+2)

:=
∣∣∣∫ t

t0

∫
P2k+2

i=1 ξi=0

(
1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)

m(ξ2)m(ξ3) · · ·m(ξ2k+2)

)
̂

PN1I(|u|2ku)(ξ1)ÎuN2(ξ2) · · · ̂IuN2k+1
(ξ2k+1) ̂IuN2k+2

(ξ2k+2) dσ(ξ) ds
∣∣∣.

In order to estimate C(N1, · · · , N2k+2) we make the observation that in
estimating B(N1, · · · , N2k+2), for the term involving the N1 frequency we
only used the bound

‖PN1I∆u‖6,6 . N1‖∇IuN1‖6,6 . N1ZI(t).(5.12)

Thus, to estimate (5.8) it suffices to prove

(5.13) ‖PN1I(|u|2ku)‖6,6 . ZI(t)2k+1 + η
4
3 sup

s∈[t0,t]
E(Iu(s))

6k−1
3(2k+2) ,
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for then, arguing as for (5.7) and substituting (5.13) for (5.12), we obtain

(5.8) . N−1+
(
ZI(t)2k+1 + η

16
3 ZI(t) sup

s∈[t0,t]
E(Iu(s))

3k−8
3(k+1)

)
×

(
ZI(t)2k+1 + η

4
3 sup

s∈[t0,t]
E(Iu(s))

6k−1
3(2k+2)

)
+ N−1+

2k+2∑
J=3

η
4(2k+2−J)

2k−1 ZI(t)J−1 sup
s∈[t0,t]

E(Iu(s))
(2k−5)(2k+2−J)

(2k−1)(2k+2)

×
(
ZI(t)2k+1 + η

4
3 sup

s∈[t0,t]
E(Iu(s))

6k−1
3(2k+2)

)
.

Thus, we are left to proving (5.13). Using (2.5) and the boundedness of the
Littlewood-Paley operators, and decomposing u := u≤1 + u>1, we estimate

‖PN1I(|u|2ku)‖6,6 . ‖u‖2k+1
6(2k+1),6(2k+1)

. ‖u≤1‖2k+1
6(2k+1),6(2k+1) + ‖u>1‖2k+1

6(2k+1),6(2k+1).

Applying interpolation, (5.1), and Bernstein, we estimate

‖u≤1‖6(2k+1),6(2k+1) . ‖u≤1‖
4

3(2k+1)

8,8 ‖u≤1‖
6k−1

3(2k+1)
∞,∞

. η
4

3(2k+1) sup
s∈[t0,t]

E(Iu(s))
6k−1

3(2k+2)(2k+1) .

Finally, by Sobolev embedding and (2.6),

‖u>1‖6(2k+1),6(2k+1) . ‖|∇|
1
2
− 1

2(2k+1) u>1‖6(2k+1),
6(2k+1)
6k+1

. ZI(t).

Putting things together, we derive (5.13).
This completes the proof of Lemma 5.2. �

Next, we combine Lemmas 5.1 and 5.2 to derive Proposition 5.1. Indeed,
Proposition 5.1 follows immediately from Lemmas 5.1 and 5.2, if we establish

ZI(t) . 1 and sup
s∈[t0,t]

E(INu(s)) . 1 for all t ∈ [t0, T ].

As by assumption E(INu(t0)) ≤ 1, it suffices to show that

(5.14) ZI(t) . ‖∇INu(t0)‖2 for all t ∈ [t0, T ]

and

(5.15) sup
s∈[t0,t]

E(INu(s)) . E(INu(t0)) for all t ∈ [t0, T ].
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We achieve this via a bootstrap argument. Let

Ω1 := {t ∈ [t0, T ] : ZI(t) ≤ C1‖∇INu(t0)‖2,

sup
s∈[t0,t]

E(INu(s)) ≤ C2E(INu(t0))}

Ω2 := {t ∈ [t0, T ] : ZI(t) ≤ 2C1‖∇INu(t0)‖2,

sup
s∈[t0,t]

E(INu(s)) ≤ 2C2E(INu(t0))}.

In order to run the bootstrap argument successfully, we need to check four
things:
• Ω1 6= ∅. This is satisfied as t0 ∈ Ω1 if we take C1 and C2 sufficiently

large.
• Ω1 is a closed set. This follows from Fatou’s Lemma.
• If t ∈ Ω1, then there exists ε > 0 such that [t, t + ε] ∈ Ω2. This follows

from the Dominated Convergence Theorem combined with (5.5) and (5.6).
• Ω2 ⊂ Ω1. This follows from (5.5) and (5.6) taking C1 and C2 sufficiently

large depending on absolute constants (like the Strichartz constant) and
choosing N sufficiently large and η sufficiently small depending on C1, C2,
k, and E(INu(t0)).

This finally proves Proposition 5.1.

6. Proof of Theorem 1.1

Given Proposition 5.1, the proof of global well-posedness for (1.1) is re-
duced to showing

(6.1) ‖u‖L8
t,x(R×R) ≤ C(‖u0‖Hs

x
).

This also implies scattering, as we will see later.
By Proposition 3.1,

‖u‖L8
t,x(I×R) . ‖u0‖3/4

2 ‖u‖1/4

L∞t Ḣ
1/2
x (I×R)

(6.2)

on any spacetime slab I ×R on which the solution to (1.1) exists and lies in
H

1/2
x . However, the H

1/2
x norm of the solution is not a conserved quantity

either, and in order to control it we must resort to the Hs
x bound on the

solution. Thus, in order to obtain a global Morawetz estimate, we need a
global Hs

x bound. This sets us up for a bootstrap argument.
Let u be the solution to (1.1). As E(INu0) is not necessarily small, we

first rescale the solution such that the energy of the rescaled initial data
satisfies the conditions in Proposition 5.1. By scaling,

uλ(x, t) := λ−
1
k u(λ−2t, λ−1x)

is also a solution to (1.1) with initial data

uλ
0(x) := λ−

1
k u0(λ−1x).
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By (2.8) and Sobolev embedding,

‖∇INuλ
0‖2 . N1−s‖uλ

0‖Ḣs
x

= N1−sλ
1
2
− 1

k
−s‖u0‖Ḣs

x
,

‖INuλ
0‖2k+2 . ‖uλ

0‖2k+2 = λ
1

2k+2
− 1

k ‖u0‖2k+2 . λ
1

2k+2
− 1

k ‖u0‖Hs
x
.

As s > 1
2 −

1
k , choosing λ sufficiently large (depending on ‖u0‖Hs

x
and N)

such that

(6.3) N1−sλ
1
2
− 1

k
−s‖u0‖Hs

x
� 1 and λ

1
2k+2

− 1
k ‖u0‖Hs

x
� 1,

we get
E(INuλ

0) � 1.

We now show that there exists an absolute constant C1 such that

(6.4) ‖uλ‖L8
t,x(R×R) ≤ C1λ

7
8
( 1
2
− 1

k
).

Undoing the scaling, this yields (6.1).
We prove (6.4) via a bootstrap argument. By time reversal symmetry, it

suffices to argue for positive times only. Define

Ω1 := {t ∈ [0,∞) : ‖uλ‖L8
t,x([0,t]×R) ≤ C1λ

7
8
( 1
2
− 1

k
)},

Ω2 := {t ∈ [0,∞) : ‖uλ‖L8
t,x([0,t]×R) ≤ 2C1λ

7
8
( 1
2
− 1

k
)}.

In order to run the bootstrap argument, we need to verify four things:
1) Ω1 6= ∅. This is obvious as 0 ∈ Ω1.
2) Ω1 is closed. This follows from Fatou’s Lemma.
3) Ω2 ⊂ Ω1.
4) If T ∈ Ω1, then there exists ε > 0 such that [T, T + ε) ⊂ Ω2. This is a

consequence of the local well-posedness theory and the proof of 3). We skip
the details.

Thus, we need to prove 3). Fix T ∈ Ω2; we will show that in fact, T ∈ Ω1.
By (6.2) and the conservation of mass,

‖uλ‖L8
t,x([0,T ]×R) . ‖uλ

0‖
3
4
2 ‖u

λ‖
1
4

L∞t Ḣ
1/2
x ([0,T ]×R)

. λ
3
4
( 1
2
− 1

k
)C(‖u0‖2)‖uλ‖

1
4

L∞t Ḣ
1/2
x ([0,T ]×R)

.

To control the factor ‖uλ‖
L∞t Ḣ

1/2
x ([0,T ]×R)

, we decompose

uλ(t) := P≤Nuλ(t) + P>Nuλ(t).

To estimate the low frequencies, we interpolate between the L2
x norm and

the Ḣ1
x norm and use the fact that IN is the identity on frequencies |ξ| ≤ N

‖P≤Nuλ(t)‖
Ḣ

1/2
x

. ‖P≤Nuλ(t)‖
1
2
2 ‖P≤Nuλ(t)‖

1
2

Ḣ1
x

. λ
1
2
( 1
2
− 1

k
)C(‖u0‖2)‖INuλ(t)‖

1
2

Ḣ1
x
.
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To control the high frequencies, we interpolate between the L2
x norm and

the Ḣs
x norm and use Lemma 2.3

‖P>Nuλ(t)‖
Ḣ

1/2
x

. ‖P>Nuλ(t)‖1− 1
2s

L2
x

‖P>Nuλ(t)‖
1
2s

Ḣs
x

. λ(1− 1
2s

)( 1
2
− 1

k
)N

s−1
2s ‖INuλ(t)‖

1
2s

Ḣ1
x

. λ
1
2
( 1
2
− 1

k
)‖INuλ(t)‖

1
2s

Ḣ1
x
.

Collecting all these estimates, we get

‖uλ‖L8
t,x([0,T ]×R) . λ

7
8
( 1
2
− 1

k
)C(‖u0‖2) sup

t∈[0,T ]

(
‖∇INuλ(t)‖

1
8
2 + ‖∇INuλ(t)‖

1
8s
2

)
.

Thus, taking C1 sufficiently large depending on ‖u0‖2, we obtain T ∈ Ω1,
provided

(6.5) sup
t∈[0,T ]

‖∇INuλ(t)‖2 ≤ 1.

We now prove that T ∈ Ω2 implies (6.5). Indeed, let η > 0 be a sufficiently
small constant like in Proposition 5.1 and divide [0, T ] into

L ∼
(

λ
7
8
( 1
2
− 1

k
)

η

)8

subintervals Ij = [tj , tj+1] such that,

‖uλ‖L8
t,x(Ij×R) ≤ η.

Applying Proposition 5.1 on each of the subintervals Ij , we get

sup
t∈[0,T ]

E(INuλ(t)) ≤ E(INuλ
0) + E(INuλ

0)LN−1+.

To maintain small energy during the iteration, we need

LN−1+ ∼ λ7( 1
2
− 1

k
)N−1+ � 1,

which combined with (6.3) leads to(
N

1−s

s+ 1
k
− 1

2

)7( 1
2
− 1

k
)

N−1+ ≤ c(‖u0‖Hs
x
) � 1.

This may be ensured by taking N large enough (depending only on k and
‖u0‖Hs(R)), provided that

s > s(k) :=
8k − 16
9k − 14

.

As can be easily seen, s(k) → 8
9 as k →∞.



SCATTERING FOR GENERALIZED NLS ON R 25

This completes the bootstrap argument and hence (6.4), and moreover
(6.1), follow. Therefore (6.5) holds for all T ∈ R and the conservation of
mass and Lemma 2.3 imply

‖u(T )‖Hs
x

. ‖u0‖L2
x

+ ‖u(T )‖Ḣs
x

. ‖u0‖L2
x

+ λs−( 1
2
− 1

k
)‖uλ(λ2T )‖Ḣs

x

. ‖u0‖L2
x

+ λs−( 1
2
− 1

k
)‖INuλ(λ2T )‖H1

x

. ‖u0‖L2
x

+ λs−( 1
2
− 1

k
)(‖uλ(λ2T )‖L2

x
+ ‖∇INuλ(λ2T )‖L2

x
)

. ‖u0‖L2
x

+ λs−( 1
2
− 1

k
)(λ

1
2
− 1

k ‖u0‖L2
x

+ 1)

. C(‖u0‖Hs
x
)

for all T ∈ R. Hence,

‖u‖L∞t Hs
x
≤ C(‖u0‖Hs

x
).(6.6)

Finally, we prove that scattering holds in Hs
x for s > sk. As the construc-

tion of the wave operators is standard (see [5]), we content ourselves with
proving asymptotic completeness.

The first step is to upgrade the global Morawetz estimate to global Strichartz
control. Let u be a global Hs

x solution to (1.1). Then u satisfies (6.1).
Let δ > 0 be a small constant to be chosen momentarily and split R into
L = L(‖u0‖Hs

x
) subintervals Ij = [tj , tj+1] such that

‖u‖L8
t,x(Ij×R) ≤ δ.

By Lemma 2.1, (6.6), and the fractional chain rule, [6], we estimate

‖〈∇〉su‖S0(Ij) . ‖u(tj)‖Hs
x

+ ‖〈∇〉s
(
|u|2ku

)
‖

L
6/5
t,x (Ij×R)

. C(‖u0‖Hs
x
) + ‖u‖2k

L3k
t,x
‖〈∇〉su‖L6

t,x(Ij×R),

while by Hölder and Sobolev embedding,

‖u‖L3k
t,x(Ij×R) . ‖u‖

7
3k−1

L8
t,x(Ij×R)

‖u‖
3k−8
3k−1

L24k
t,x (Ij×R)

. δ
7

3k−1 ‖|∇|
1
2
− 1

8k u‖
L24k

t L
12k

6k−1
x (Ij×R)

. δ
7

3k−1 ‖〈∇〉su‖
3k−8
3k−1

S0(Ij)
.

Therefore,

‖〈∇〉su‖S0(Ij) . C(‖u0‖Hs
x
) + δ

14k
3k−1 ‖〈∇〉su‖

1+
2k(3k−8)

3k−1

S0(Ij)
.

A standard continuity argument yields

‖〈∇〉su‖S0(Ij) ≤ C(‖u0‖Hs
x
),
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provided we choose δ sufficiently small depending on k and ‖u0‖Hs
x
. Sum-

ming over all subintervals Ij , we obtain

(6.7) ‖〈∇〉su‖S0(R) ≤ C(‖u0‖Hs
x
).

We now use (6.7) to prove asymptotic completeness, that is, there exist
unique u± such that

(6.8) lim
t→±∞

‖u(t)− eit∆u±‖Hs
x

= 0.

Arguing as in Section 4, it suffices to see that∥∥∥∫ ∞

t
e−is∆

(
|u|2ku

)
(s) ds

∥∥∥
Hs

x

→ 0 as t →∞.(6.9)

The estimates above yield∥∥∥∫ ∞

t
e−is∆

(
|u|2ku

)
(s) ds

∥∥∥
Hs

x

. ‖u‖
14k

3k−1

L8
t,x([t,∞]×R)

‖〈∇〉su‖
1+

2k(3k−8)
3k−1

S0([t,∞]×R)
.

Using (6.1) and (6.7) we derive (6.9).
This concludes the proof of Theorem 1.1.

�
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