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1 Introduction

A basic problem in geometry and representation theory is the deformation problem. Suppose that \( \rho_0 : \Gamma \to G_1 \) is a discrete embedding of a finitely generated group \( \Gamma \) into a Lie group \( G_1 \). Suppose also that \( G_1 \subset G_2 \), where \( G_2 \) is a larger Lie group. The deformation problem amounts to finding and studying discrete embeddings \( \rho_x : \Gamma \to G_2 \), which extend \( \rho_0 \).

Let \( H^2 \) be the hyperbolic plane. The complex hyperbolic plane, \( CH^2 \), is a 2 complex dimensional negatively curved symmetric space which contains \( H^2 \) as a totally real, totally geodesic subspace, and is often considered to be its complexification. The theory of deforming \( Is(H^2) \) representations into \( Is(CH^2) \), while quite rich, is still in its infancy. (For a representative sample of such work, see [FZ], [GKL], [GuP], [KR], [Tol].) The state of affairs is such that one still needs to work out basic examples in detail to gain a foundation for more general considerations.

The complex hyperbolic ideal triangle groups are amongst the simplest concrete examples of complex hyperbolic deformations. A complex hyperbolic ideal triangle group is a representation of the form \( \rho_t : \Gamma \to Is(CH^2) \). Here \( \Gamma \) is the free product \( \mathbb{Z}/2 \ast \mathbb{Z}/2 \ast \mathbb{Z}/2 \). The representation \( \rho_s \) maps the standard generators to order two complex reflections, such that the product of any two unequal generators is parabolic. (See §2 for definitions.)
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There is a one real parameter family \( \{ \rho_s \mid s \in \mathbb{R} \} \) of nonconjugate complex hyperbolic ideal triangle groups. The representation \( \rho_0 \) is the complexification of the familiar real ideal triangle group generated by reflections in the sides of an ideal geodesic triangle in the hyperbolic plane. The other representations are deformations.

In [GP], Goldman and Parker studied, and partially classified, which complex hyperbolic ideal triangle groups are discrete and faithful. Let \( g_s \) be the product of all three generators of \( \rho_s(\Gamma) \), taken in any order. In [S1] we proved (and slightly strengthened) the Goldman-Parker Conjecture:

**Theorem [S1]** \( \rho_s \) is discrete and faithful if and only if \( g_s \) is not elliptic. Also, \( \rho_s \) is indiscrete when \( g_s \) is elliptic.

The representations \( \rho_s \) and \( \rho_{-s} \) are equivalent after a relabelling of the generators. Thus we think of \([0, \infty)\) as the space of complex hyperbolic ideal triangle groups. There is a neighborhood of \( 0 \) in which \( g_s \) is a hyperbolic element and there is a neighborhood of \( \infty \) in which \( g_s \) is an elliptic element. The interface between these two intervals is the point \( \overline{s} \) where \( g_{\overline{s}} \) is a parabolic element. We call \( \rho_{\overline{s}} \) the parabolic representation.

The theorem above says that all the “business” of the deformation takes place in the vicinity of \( \overline{s} \). Understanding what happens as \( s \to \overline{s} \) amounts to understanding the mechanism of degeneration for the representations. It is the purpose of this paper to make some progress along these lines.

The unit three sphere, \( S^3 \), is the natural ideal boundary of \( CH^2 \). The limit set \( \Lambda_s \) of \( \rho_s(\Gamma) \) is the accumulation set, on \( S^3 \), of any orbit \( \rho_s(\Gamma)(p) \), where \( p \in CH^2 \). The definition does not depend on the choice of \( p \). The domain of discontinuity of \( \rho_s(\Gamma) \) is the complement \( \Delta_s = S^3 - \Lambda_s \).
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Let \( \Sigma^3 \) denote an abstract copy of the unit three sphere \( S^3 \). (We want to distinguish \( \Sigma^3 \) from \( S^3 \), to avoid confusion.) Figure 1 shows the Whitehead link \( L \). From the picture, it is clear that there is a \( \mathbb{Z}/2 \times \mathbb{Z}/2 \) symmetry group acting on \( L \). This symmetry group induces a similar action on the complement \( \Sigma^3 - L \).
Theorem 1.1 The quotient $\Delta_\tau/\rho_\tau$ is commensurable with the Whitehead link complement. More precisely, let $\Gamma = \mathbb{Z}/2 * \mathbb{Z}/3$ be the modular group. There is a representation $\bar{\rho}_\tau: \bar{\Gamma} \to \text{Isom}(CH^3)$, which contains $\rho_\tau$ with index 6. The quotient $\Delta_\tau/\bar{\rho}_\tau(\bar{\Gamma})$ is homeomorphic to $(\Sigma^3 - L)/(\mathbb{Z}/2 \times \mathbb{Z}/2)$, as an orbifold.

The Whitehead link complement is an example $[T]$ of a manifold which admits a complete finite volume hyperbolic structure. The surprise in our result is that three dimensional real hyperbolic geometry appears in a complex hyperbolic setting. As a byproduct of our proof, we give a constructive description of $\Lambda_\tau$.

To give information near $\tau$, we prove

Theorem 1.2 There is some $\delta > 0$ having the following property: For all $s \in (\tau - \delta, \tau)$, the groups $\rho_s(\Gamma)$ and $\rho_0(\Gamma)$ have topologically conjugate actions on $S^3$. In particular $\Lambda_s$ is a topological circle and $\Delta_s/\rho_s(\Gamma)$ is doubly covered by the $S^1 \times S^2_3$. Here $S^3$ is the thrice punctured sphere.

Certainly, Theorem 1.1 should be true for all $s \in [0, \tau)$. The appearance of $\delta$ is an artifact of our proof.

In §2 we give background material, and establish a few general preliminary results. In §3 we recall the idea of a hybrid cone, defined in [S1], and develop it further. In §4 we give a new proof that that $\rho_\tau$ is a discrete embedding. In §5 we prove a technical result about the action of the parabolic elements in $\rho_\tau$. In §6 we characterize $\Delta_\tau$ and $\Lambda_\tau$. We put everything together in §7, and prove Theorem 1.1. In §8 we prove Theorem 1.2, modulo one detail, which we clear up in §9. The idea in §8 is to show that the analysis in §4-7 goes through, with suitable changes, for parameters sufficiently close to $\tau$.

Though our proofs in the paper do not depend on the computer, we figured out practically every detail in this paper from extensive computer experimentation. In particular, we have programmed every formula of this paper into the computer, and tested it repeatedly.
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2 Preliminaries

2.1 The Complex Hyperbolic Plane

$C^{2,1}$ is a copy of the vector space $C^3$ equipped with the Hermitian form

$$\langle u, v \rangle = u_1 \overline{v_1} + u_2 \overline{v_2} - u_3 \overline{v_3}$$

(1)

The spaces $CH^2$ and $\partial CH^2$ are respectively the projective images, in the complex projective plane $CP^2$, of

$$N_+ = \{ v \in C^{2,1} \mid \langle v, v \rangle < 0 \}; \quad N_0 = \{ v \in C^{2,1} \mid \langle v, v \rangle = 0 \}$$

(2)

(See [G, p.67] or [E].) The map

$$\Theta(v_1, v_2, v_3) = \left( \frac{v_1}{v_3}, \frac{v_2}{v_3} \right)$$

(3)

takes $N_+$ and $N_0$ respectively to the open unit ball and unit sphere in $C^2$. Henceforth we identify $CH^2$ with the open unit ball.

Given a point $V \in CH^2 \cup S^3$, we will say that $\tilde{V} \in \Theta^{-1}(V)$ is a lift of $V$ and that a lift of the form $(v_1, v_2, 1)$ is affinely normalized. We define the vector $\Theta^{-1}(V)$ as the affinely normalized lift of $V$.

$SU(2, 1)$ is the group of $\langle, \rangle$ preserving, determinant 1 complex linear transformations. $PU(2, 1)$ is the projectivization of $SU(2, 1)$, and elements of $PU(2, 1)$ preserve $CH^2$. Concretely, each $\tilde{T} \in SU(2, 1)$ determines an element of $PU(2, 1)$ via

$$T = \Theta \circ \tilde{T} \circ \Theta^{-1}.$$  

(4)

The map $\tilde{T} \to T$ is a 3 − 1 surjective lie group homomorphism.

An element $T \in PU(2, 1)$ is called loxodromic if $T$ has exactly 2 fixed points in $S^3$, parabolic if it has exactly one fixed point in $S^3$, and elliptic if it has a fixed point in $CH^2$. This classification is exhaustive and exclusive. $T$ is called ellipto-parabolic if $T$ is parabolic and also stabilizes a complex line in $CP^2$. (See [G, p.203] more details.) For instance, the element $g_T$ is ellipto-parabolic.

Up to scale, there is a unique Riemannian metric on $CH^2$ which is invariant under $PU(2, 1)$. This metric is the real part of a Kahler metric. It is known as the complex hyperbolic metric.
2.2 Heisenberg Space

We call \( \mathcal{H} = \mathbb{C} \times \mathbb{R} \) Heisenberg space. We call \( H_0 = \{0\} \times \mathbb{R} \) the center of Heisenberg space. Given \( p \in S^3 \), a Heisenberg stereographic projection from \( p \) is a transformation

\[
B : S^3 - \{p\} \to \mathcal{H}
\]

of the form

\[
B = \pi \circ \beta; \quad \pi(z, w) = (z, \Im(w))
\]  

(5)

Here \( \beta \) is a complex projective transformation of \( \mathbb{C} \mathbb{P}^2 \) which identifies \( \mathbb{C} \mathbb{H}^2 \) with the Siegel domain:

\[
\{(z, w) | \Re(w) > |z|^2\} \subset \mathbb{C}^2 \subset \mathbb{C} \mathbb{P}^2
\]  

(6)

We write \( \infty = B(p) \) in this case. \( B \) conjugates the \( \text{PU}(2, 1) \)-stabilizer of \( p \) to Heisenberg automorphisms of \( \mathcal{H} \).

Heisenberg automorphisms are real affine maps having the form

\[
F(z, t) \to (f_1(z), f_2(z, t)).
\]  

(7)

Here \( f_1(t) \) is either a complex affine map, or the composition of complex conjugation with a complex affine map. We say that \( F \) covers \( f_1 \). The set of all Heisenberg automorphisms is generated by maps of the following type:

\[
F(z, t) = (z + \lambda, t + 2\Im(\overline{z}x) + s) \quad \lambda \in \mathbb{C}, \ s \in \mathbb{R}.
\]  

(8)

\[
F(z, t) = (\lambda z, |\lambda|^2 t + s); \quad \lambda \in \mathbb{C}^*, \ s \in \mathbb{R}.
\]  

(9)

If \( F \) and \( G \) are Heisenberg automorphisms which both cover the same map then there is some \( s \in \mathbb{R} \) such that \( G(z, t) = F(z, t) + (0, s) \).

The complex lines tangent to \( S^3 \) form a canonical contact distribution \( \mathcal{E} \) on \( S^3 \). Heisenberg stereographic projection maps \( \mathcal{E} \) to a corresponding distribution in \( \mathcal{H} \), which we give the same name. In \( \mathcal{H} \), the distribution \( \mathcal{E} \) is the null distribution to the contact form

\[
\omega = 2ydx - 2xdy + dt
\]  

(10)

(See [G, p. 124].) Here \( \mathbb{C} \) has been identified with \( \mathbb{R}^2 \) in the usual way. \( \mathcal{E} \) has cylindrical symmetry, in that it is invariant under the maps from Equation 9.

We say that a curve is \( \text{CR-Horizontal} \) if its tangent vector, at every point, is contained in \( \mathcal{E} \). The \( \text{vertical projection} \ \pi_\mathcal{C}(z, t) = z \) is a fibration from \( \mathcal{H} \)
to $C$. If $\gamma : \mathbb{R}/\mathbb{Z} \rightarrow C$ is a piecewise smooth closed loop, and $t \in \mathbb{R}$ then there is a unique lift $\tilde{\gamma} : [0, 1] \rightarrow \mathcal{H}$ such that $\pi_C \circ \tilde{\gamma} = \gamma$, and $\tilde{\gamma}(0) = t$. The monodromy is $\tilde{\gamma}(1) - \tilde{\gamma}(0) = (0, A)$, where $A$ is proportional to the signed area of the region bounded by $\gamma$. This well-known result follows from Equation 10 and from Green’s Theorem.

Here is a useful consequence of Equation 10. If $\Pi$ is a plane in $\mathcal{E}$, based at the point $(z, t)$, then the maximum slope of a vector in $\Pi$ is $2|z|$. (The slope of a vector $(z, t)$ is defined as $\pm t/|z|$.)

## 2.3 Special Curves

### 2.3.1 Complex Slices and $C$-Circles

A complex slice is the intersection of a complex line in $\mathbb{CP}^2$ with $\mathbb{CH}^2$. Complex slices are totally geodesic subspaces, when considered as Riemannian subspaces of $\mathbb{CH}^2$.

A $C$-circle (also known as a chain) is the ideal boundary, on $S^3$, of a complex slice. A $C$-circle is a round circle, being the intersection of a complex line with $S^3$. The $C$-circles are everywhere transverse to $\mathcal{E}$. A $C$-arc is a nontrivial arc of a $C$-circle. Given two points $p \neq q \in S^3$, there is a unique $C$-circle containing $p$ and $q$.

Let $N_+ = C^{2,1} - N_- - N_0$. If $C$ is a $C$-circle, then there is the polar vector $C^* \in N_+$, unique up to scaling, such that $C = \{v \in N_0 | \langle v, C^* \rangle = 0\}$. There is a unique involution $I_C \in PU(2,1)$ fixing $C$. As in [G, p. 70], this map is computed by setting $I_C = \Theta \circ I_{C^*} \circ \Theta^{-1}$, where

$$I_{C^*}(\bar{u}) = -\bar{u} + \frac{2\langle \bar{u}, C^* \rangle}{\langle C^*, C^* \rangle} C^*. \quad (11)$$

A Heisenberg $C$-circle (also called a Heisenberg chain) is the image of a chain under a Heisenberg stereographic projection. The curves $(\{z\} \times \mathbb{R}) \cup \infty$ are chains. In particular, the center of $\mathcal{H}$ is a chain (with $\infty$ deleted.) All other Heisenberg chains are ellipses which project to round circles under projection $\pi_C : \mathcal{H} \rightarrow C$. (See [G, p.125].) Let $C$ be such a chain, with center of mass $c$. We have $C \subset E_c$, where $E_c$ is affine plane which is tangent to $\mathcal{E}$ at $c$. We will say that a round Heisenberg chain is one which is, itself, a round circle. The center of mass of a Heisenberg chain is contained in the center of $\mathcal{H}$ if and only if the chain is round. Such curves are contained in planes of the form $C \times \{t\}$. 
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2.3.2 Real Slices and \textit{R}-Circles

A \textit{real slice} is a totally real, totally geodesic subspace of $CH^2$. Every real slice is isometric to the real slice $R^2 \cap CH^2$. An \textit{R-circle} is the ideal boundary, in $S^3$, of a real slice. Every \textit{R-circle} is $PU(2, 1)$-equivalent to the particular \textit{R-circle} $R^2 \cap S^3$. All \textit{R-circles} are CR-horizontal. An \textit{R-arc} is a nontrivial arc of an \textit{R-circle}. There is more than one \textit{R-arc} joining two points in $S^3$. We will have more to say about this in the section below on spinal spheres.

A \textit{Heisenberg \textit{R-circle}} is the image of an \textit{R-circle} under a Heisenberg stereographic projection. Any Heisenberg \textit{R-circle} $\gamma$ which contains $\infty$ is (the extension of) a straight line. We call these \textit{R-circles} \textit{straight}. $\gamma$ has the form $(L \times \{t\}) \cup \infty$ where $L \in C$ is a line through the origin, if and only if $\gamma$ is straight and intersects the center of $H$. In this case we call $\gamma$ \textit{level}. All other Heisenberg \textit{R-circles} are curves, which project to lemniscates via $\pi_C$. One such lemniscate is given in polar coordinates by $r^2 = \cos(2\theta)$. All other lemniscates are equivalent to this one by complex affine maps. (See [G, p.139].)

2.4 Cylindrical Projection

We define the \textit{cylindrical projection}

$$\xi(z, t) = \{(\arg z, t)\}, \quad z \neq 0; \quad \xi(0, t) = R/2\pi Z \times \{t\}.$$

$\xi$ maps the point $p \in H$ to the subset $\xi(p)$ of the flat cylinder $\Xi = R/2\pi Z \times R$. When $p$ is not in the center, we can interpret $\xi(p)$ as a point.

**Lemma 2.1** Let $C$ be an elliptical Heisenberg chain, which links the center and which is not round. Let $c$ be the center of mass of $C$ and let $\rho$ be the radius of $\pi_C(C)$. Then $\xi(C)$ is the graph of the function $g(\theta - \theta_0) + B$, where

$$g(\theta) = A \sin(\theta) \left( \cos(\theta) + \sqrt{E + \cos^2(\theta)} \right);$$

$$A = 2|\pi_C(c)|^2; \quad B = \pi R(c); \quad E = (\rho/|\pi_C(c)|)^2 - 1; \quad \theta_0 = \angle(0, \pi_C(c), R^+).$$

**Proof:** Let $C_0$ be the point on $C$ such that $\pi_C(C_0)$ which makes an angle $\theta$ with the positive real axis. $\xi(C)$ is the graph of the function $\theta \to \pi R(C_0)$. 
To compute this function, we first normalize as much as possible, by maps from Equation 9.

Applying the map \((z, t) \rightarrow (z, t - B)\), we can assume without loss of generality that \(B = 0\). Applying a rotation \((z, t) \rightarrow (uz, t)\) by \(-\theta_0\) about the center we can assume without loss of generality that \(\theta_0 = 0\). We now have \(c = (\sqrt{A/2}, 0)\). Applying the map \((z, t) \rightarrow (z\sqrt{2/A}, 2t/A)\) we get \(c = (1, 0)\) and \(A = 2\). The quantity \(E\) is not changed by any of these normalizations.

![Diagram of \(\pi_{C(C)}(C_\theta) = (x, y)\)]  

We set \((x, y) = \pi_{C(C_\theta)}\). Our formula comes from solving the equations

\[
(x - 1)^2 + y^2 = L^2; \quad x = y \cot(\theta); \quad e(C) = 1/L
\]

in terms of \(y\). \&

2.5 The Cross Ratio

Given 4 distinct points \(x_1, x_2, x_3, x_4 \in S^3\) we define the Koranyi-Riemann cross ratio

\[
X(x_1, x_2, x_3, x_4) = \frac{\langle X_3, X_1 \rangle \langle X_4, X_2 \rangle}{\langle X_4, X_1 \rangle \langle X_3, X_2 \rangle}
\]  \hspace{1cm} (12)

Here \(X_j\) is a null lift of \(x_j\). One can easily see that the cross ratio is independent of lift, and invariant under the action of \(PU(2, 1)\). Aside from the specific formula, these are the only properties of the cross ratio we will use. Some additional properties are summarized in [G §7.2].

2.6 Spinal Spheres

For information about spinal spheres, see [G, §5]. Here are some equivalent definitions of spinal spheres:
1. A spinal sphere is the union of all $R$-arcs containing two fixed points in $S^3$.

2. A spinal sphere is any inverse image, under Heisenberg stereographic projection, of $(C \times \{0\}) \cup \infty$.

3. A bisector is the locus of points equidistant from two distinct points in $CH^2$. A spinal sphere is the accumulation set, in $S^3$, of a bisector.

4. The orthogonal projection onto a complex slice extends to $S^3$. A spinal sphere is the inverse image of a geodesic, contained in a complex slice, under orthogonal projection to that slice.

As suggested by our first definition, a spinal sphere has a singular foliation by $R$-arcs. These $R$-arcs are disjoint except for two points, which are called the poles of the spinal sphere. The $C$-circle joining the poles is called the spine of the spinal sphere. The spine intersects the sphere only at the poles. Spinal spheres have a second singular foliation by chains. Again, the poles are the singular points. These two singular foliations look respectively like lines of longitude and latitude on a globe.
3 Hybrid Spheres

§3.1-3.4 also appear in [S1], with minor changes. The material in §3.5-3.7 is new. On the first pass, the reader might want to skip the material in §3.5-3.7, which is not used until §8.

3.1 Parabolic Hybrid Cones

We say that a flag is a pair \((E, p)\), where \(E\) is a chain and \(p \in E\) is a point.

**Lemma 3.1** Suppose \(X \in S^3 - E\). There is a unique \(R\)-circle \(\gamma = \gamma(E; p; X)\) such that \(X \in \gamma\) and \(p \in \gamma\) and \(\gamma \cap (E - p) \neq \emptyset\).

**Proof:** We normalize by a Heisenberg stereographic projection so that \(E = H_0\), the center of \(\mathcal{H}\), and \(p = \infty\). In this case, there is a unique level Heisenberg \(R\)-circle containing \(X\). This is \(\gamma(H_0, \infty; X)\).

![Figure 3.1](image)

Let \(\Omega(E, p; X)\) be the portion of \(\gamma\) which connects \(p\) to \(X\) but which avoids \(E - p\). Given a set \(S \subset S^3 - E\), we define

\[
\Omega(E, p; S) = \bigcup_{X \in S} \Omega(E, p; X).
\]

We call \(\Omega\) the parabolic hybrid cone. When the context is clear, we will call \(\Omega\) a hybrid cone, as we did in [S1]. Our construction is natural. The \(PU(2, 1)\)-image of a hybrid cone is again a hybrid cone.

We say that \(\Omega(E, p; S)\) is in standard position if, as in Lemma 3.1, it is normalized so that \(E\) is the center of \(\mathcal{H}\) and \(p = \infty\).
3.2 Parabolic Hybrid Spheres

Let \((E, p)\) be a flag, and let \(C\) be a chain which links \(E\). We define the \textit{parabolic hybrid sphere}

\[
\Sigma(E, p; C) = \Omega(E, p; C) \cup I_C(\Omega(E, p; C)).
\]

Here \(I_C\) is the complex reflection in \(C\). Here is some additional terminology

1. \(C\) is the \textit{equator} of \(\Sigma\).

2. The flags \((E, p)\) and \((I_C(E), I_C(p))\) the \textit{spines} of \(\Sigma\).

3. The points \(p\) and \(I_C(p)\) are the \textit{poles} of \(\Sigma\).

4. \(\Omega(E, p; C)\) and \(I_C(\Omega(E, p; C))\) are the \textit{hemispheres} of \(\Sigma\).

A hybrid sphere is determined by its equator and spines.

Say that a \textit{piecewise analytic embedded sphere} (resp \textit{disk}) is the image of a continuous embedding \(\psi : \Sigma \to S^3\). Here \(\Sigma\) is a 2-sphere (resp disk) with a finite analytic cell division, and \(\psi\) is analytic when restricted to each open cell of \(\Sigma\).

\textbf{Lemma 3.2} \(\Sigma(E, p; C)\) is a piecewise analytic sphere.

\textbf{Proof:} We will show that the hemispheres are piecewise analytic embedded disks, which intersect exactly along the equator. If two piecewise analytic disks share a common boundary, and intersect only along this boundary, their union is a piecewise analytic sphere.

We normalize so that \(\Omega = \Omega(E, p; C)\) is in standard position. Here \(C\) is an ellipse which links \(E\). The map \(\xi(z, t) = (\arg z, t)\) is injective and analytic on \(C\), and is a fibration from \((C - \{0\}) \times R\) onto an infinite cylinder. \(\Omega(E, p; C)\) is obtained from \(C\) by gluing on rays, which are subsets of the fibers of the fibration. From this description it is clear that \(\Omega(E, p; C)\) is embedded, and analytic away from \(\{p\} \cup C\). We arbitrarily choose points \(X_1, X_2 \in C\). Let \(C_1\) and \(C_2\) be the two arcs of \(C\) bounded by \(X_1\) and \(X_2\). Let \(\Omega_j = \Omega(E, p; C_j)\).

We can write \(\Omega = \Omega_1 \cup \Omega_2\), where \(\Omega_1 \cap \Omega_2 = \Omega(E, p; X_1 \cup X_2)\) is a union of two analytic arcs. This structure shows that \(\Omega\) is a piecewise analytic disk.

Let \(\pi_C : C \times R \to C\) be projection. Recall that \(I_C\) is the involution with fixed point set \(C\). It follows from symmetry that \(I_C\) maps the exterior of the cylinder \(\Lambda_C = \pi_C^{-1}(C)\) into the interior. Thus \(I_C(\Omega - C)\) and \(\Omega - C\) lie in different components of \(\Lambda_C\), so that \(\Omega \cap I_C(\Omega) = C\). \(\spadesuit\)
3.3 Eccentricity

We use the notation from the previous section. We say that \( \Sigma \) is in standard position if one of its hemispheres, \( \Omega(E, p; C) \), is in standard position. In this case, \( S_C = \pi_C(C) \) is a round circle in \( C \), which bounds a disk \( \Delta_C \subset C \). The linking condition implies that \( 0 \in \Delta_C - S_C \).

Let \( c \) and \( r \) be the center and radius of \( \Delta_C \). We define the eccentricity of \( \Sigma(E, p; C) \) to be the ratio

\[
e(\Omega) = e(C) = |c|/r.
\]

(13)

The quantity in Equation 13 does not change if we apply to \( \Sigma \) one of the maps from Equation 9. Thus, we can define the eccentricity of an arbitrary hybrid sphere by first moving it to standard position and then computing. This definition still requires a choice of hemisphere. By symmetry, both hemispheres give the same answer.

**Lemma 3.3** Two parabolic hybrid spheres are \( PU(2,1) \)-equivalent if and only if they have the same eccentricity.

**Proof:** The “only if” direction follows from the well-definedness of the eccentricity. Now for the “if” direction. For \( j = 1, 2 \), let \( \Omega_j = \Omega(E_j, p_j; C_j) \) be a standard position hemispheres of the hybrid sphere \( \Sigma_j \). Normalizing by maps from Equation 9, we can arrange that \( C_j \) intersects \( \mathbb{R} \times \{0\} \) in points \((1, 0)\) and \((e_j, 0)\). Here \( e_j \in [-1, 0) \) The center of \( \pi_C(C_j) \) is \((1+e_j)/2\) and the radius is \((1-e_j)/2\). The eccentricity of \( \Sigma_j \) is therefore \((1+e_j)/(1-e_j)\). If \( \Sigma_1 \) and \( \Sigma_2 \) have the same eccentricity then \( e_1 = e_2 \). Since chains are determined by two points, \( C_1 = C_2 \). Since \( \Omega_1 \) and \( \Omega_2 \) are in standard position, \( \Omega_1 = \Omega_2 \). Finally, \( \Sigma_1 = \Sigma_2 \) as well. ♠

**Remark:** If \( \Sigma \) has eccentricity 0 then we can normalize so that the hemisphere \( \Omega(E, p; C) \) is in standard position, and so that \( C = S^1 \times \{0\} \). In this case, \( \Sigma(E, p; C) = (C \times \{0\}) \cup \infty \). Hence, a spinal sphere is a parabolic hybrid sphere of eccentricity 0. One can think of the eccentricity as a measure of how far a hybrid sphere deviates from a spinal sphere.

As an alternate formulation, one could say that a hybrid sphere is a spinal sphere if and only if its two spines share a common chain.
3.4 Complex Tangencies

Recall that $\mathcal{E}$ is the contact plane field on Heisenberg space. The plane $C \times \{0\}$ has the following feature: For any nonzero $z \in C$ the plane of $\mathcal{E}$, based at $(z, 0)$, does not coincide with the tangent plane to $C \times \{0\}$ at $(z, 0)$.

We say that a hybrid sphere (or hemisphere) is tame if its eccentricity is less than 1/2.

**Lemma 3.4** Suppose $\Omega(E, p; C)$ is a tame hybrid hemisphere, and $q \in \Omega - p$. The tangent plane to $\Omega$ at $q$ does not coincide with the contact plane at $q$.

**Proof:** We may assume that $\Omega(E, p; C)$ is in standard position. From the description in Lemma 3.2, $\Omega(E, p; C)$ is a surface ruled by horizontal rays. The rays all attach to $C$, which is contained in a plane $\Pi$. If $q \in \Omega$ is any point, let $q' \in C$ be the point on the same ray as $q$.

![Figure 3.3](image)

If $q = q_1 = (z_1, t_1)$ and $q_2 = (z_2, t_2)$ are two points in $\Omega$, joined by a line segment $S$, we define the slope of $S$ to be $|t_1 - t_2|/|z_1 - z_2|$. We define the slope of vectors in $\mathcal{H}$ to be the infinitesimal version of this quantity. Let $S'$ be the segment joining $q_1'$ to $q_2'$. Note that $t_j' = t_j$. If $q_1$ and $q_2$ are close together, $|z_1' - z_2'| \leq |z_1 - z_2| + O(|z_1 - z_2|)^2$. Thus, the slope of $S'$ is less than the slope of $S$, up to a second order error. Letting $q_2 \to q_1$, we see that the slope of any vector tangent to $\Omega$ at $q$ is less than the maximum slope attained by vectors tangent to $\Pi$.

On the other hand, $\Pi = E_c$, the contact plane of $\mathcal{E}$ centered at the center of mass $c$ of $C$. The eccentricity condition implies that $|\pi_C(c)| < |\pi_C(q)|$ for any point $q \in \Omega$. If $E_q$ is the contact plane based at $q$, then the maximum slope attained by vectors tangent to $E_q$ exceeds the maximum slope attained by vectors tangent to $\Pi = E_c$. To conclude: The slope of any vector tangent to $\Omega$ at $q$ is less than the maximum slope attained by vectors tangent to $E_q$. Thus, $E_q$ cannot be the tangent plane to $\Omega$ at $q$. ♠
3.5 Loxodromic Hybrid Spheres

The flag \((E,p)\) serves as the basis of our definition of the parabolic hybrid cone. Such flags are stabilized by ellipto-parabolic elements. A loxodromic element stabilizes a pair \((E,P)\), where \(P \subset E\) is a nontrivial \(C\)-arc. The inclusion of \(E\) in our notation is redundant, but we wish to highlight the parallels to the parabolic case.

\[\begin{figure}
\centering
\includegraphics[width=0.3\textwidth]{figure3.4}
\caption{Figure 3.4}
\end{figure}\]

The chain \(E\) bounds a complex slice \(H^2_E\). A pair of points \(y \in P\) and \(z \in E - P\) are harmonic conjugates if the geodesic \(\gamma_P\) in \(H^2_E\), which joins the endpoints of \(P\), is perpendicular to the geodesic in \(H^2_E\) which joins \(y\) to \(z\).

**Lemma 3.5** Given \(X \in S^3 - E\), there is a unique \(R\)-circle \(\gamma(E, P; X)\) which contains \(X\) and which intersects \(E\) in a harmonic pair of points.

**Proof:** (Compare our proof to the discussion in [G, p. 169].) Let \(\Pi_E\) be orthogonal projection from \(CH^2\) onto \(H^2_E\). The map \(\Pi_E\) extends canonically to \(S^3\). If \(\gamma \in H^2_E\) is a geodesic perpendicular to \(\gamma_P\), then \(\Pi^{-1}_C(\gamma)\) is a spinal sphere whose poles are harmonic conjugates with respect to \(P\). Such a spinal sphere is the union of \(R\)-circles, all of which contain both poles. These \(R\)-circles intersect each other only at the poles. The geodesics perpendicular to \(\gamma_P\) foliate \(H^2_E\), so that the spinal spheres, discussed above, foliate \(S^3 - \partial P\). The point \(X\) lies on one such spinal sphere, and is contained on a unique \(R\)-circle on this spinal sphere. \(\blacklozenge\)

Let \(\Omega(E, P; X)\) be the portion of \(\gamma(E, P; X)\) which joins \(X\) to \(P\) but which avoids \(E - P\). Given a subset \(S \subset S^3 - E\) we define the loxodromic hybrid cone \(\Omega(E, P; S)\) as in the parabolic case. If \(C\) is a chain which links \(E\), we define the loxodromic hybrid sphere \(\Sigma = \Omega(E, P; C) \cup I_C(\Omega(E, P; C))\), exactly as in the parabolic case.
3.6 Local Structure

**Lemma 3.6** A chain and a spinal sphere intersect in at most 2 points, unless the spinal sphere contains the chain.

**Proof:** Normalize so that the spinal sphere is \((C \times \{0\}) \cup \infty\). From here, the lemma is obvious from our description of Heisenberg chains, given in §2.3. ♠

Given \(X \in S^3 - P\), we define the *endpoint map* \(f(X) = \Omega(E, P; X) \cap P\).

**Lemma 3.7** Let \((E, P)\) be as above, and let \(C\) be a chain which links \(E\). Suppose \(f|_C\) is not constant. There are two points \(X_1, X_2 \in C\) such that \(f\) is two-to-one on \(C - X_1 - X_2\), and \(f(C - X_1 - X_2)\) is a \(C\)-arc bounded by \(f(X_1)\) and \(f(X_2)\).

**Proof:** For each \(y \in P\), the set \(f^{-1}(y)\) is a spinal sphere. By hypothesis, \(C\) is not contained any such spinal sphere. From this we see \(f^{-1}(y) \cap C\) consists in at most two points. If we identify \(P\) with some real interval then \(f|_C\) can have at most one maximum point and at most one minimum point. By compactness, \(f\) has at least one maximum point and at least one minimum point. Thus, \(f|_C\) has a unique maximum point \(X_1 \in C\) and a unique minimum point \(X_2 \in C\). The lemma follows immediately from this. ♠

**Corollary 3.8** \(\Omega(E, P; C)\) is a piecewise analytic disk.

**Proof:** Let \(X_1\) and \(X_2\) be the points from the proof of Lemma 3.7. Let \(C_1\) and \(C_2\) be the closed arcs of \(C\) bounded by \(X_1\) and \(X_2\). We have \(\Omega = \Omega_1 \cup \Omega_2\). Here \(\Omega_j = \Omega(E, P; C_j)\). By Lemma 3.7, and the same argument as in Lemma 3.2, the set \(\Omega_j\) is an piecewise analytic disk. The intersection \(\Omega_1 \cap \Omega_2\) is the union of the three analytic arcs \(\Omega(E, P; X_1)\), \(\Omega(E, P; X_2)\) and \(f(C_1) = f(C_2)\). The lemma is clear from this description. ♠

**Remark:** Given the picture developed in this section, we see that \(\Sigma(E, P; C)\) is a spinal sphere iff \(f|_C\) is constant. The family of loxodromic hybrid spheres contains the family of spinal spheres with codimension 2. In the next section we will see how loxodromic hybrid spheres can be considered as perturbations of parabolic hybrid spheres.
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3.7 Perturbations

Suppose \( X \) is a metric space. Given a family of compact subsets \( \{A_\epsilon\} \subset X \) we write \( A_\epsilon \to B \) iff \( \delta(A_\epsilon, B) \to 0 \) as \( \epsilon \to 0 \). Here \( \delta(A_\epsilon, B) \) is the infimal \( r \) such every point of \( A_\epsilon \) is within \( r \) of some point of \( B \), and \textit{vice versa}.

We will take \( X = S^3 \) equipped with the round metric, or \( X = \mathcal{H} \), equipped with the Euclidean metric.

Let \( \Sigma_\epsilon = \Sigma(E_\epsilon, P_\epsilon; C_\epsilon) \) be a family of loxodromic hybrid spheres. Let \( \Omega_\epsilon = \Omega(E_\epsilon, P_\epsilon; C_\epsilon) \) be one of the hemispheres of \( \Sigma_\epsilon \) Let \( \Sigma_0 = \Sigma(E_0, P_0; C_0) \) be a parabolic hybrid sphere. Assume that \( X_\epsilon \to X_0 \) for \( X = E, P, C \).

**Lemma 3.9** \( \Sigma_\epsilon \to \Sigma_0 \). Furthermore, \( \Sigma_\epsilon \) is an piecewise analytic embedded sphere, for all sufficiently small \( \epsilon \).

**Proof:** We can choose a Heisenberg stereographic projection \( B_\epsilon \) so that \( B_\epsilon(C_\epsilon) \) is the center, \( B_\epsilon(P_\epsilon) \to \infty \) and \( B_\epsilon(C_\epsilon) \to B_0(C_0) \) and \( B_\epsilon \to B_0 \), uniformly on compacta. Lemma 3.1 implies that the \( R \)-circles foliating \( B_\epsilon(\Omega_\epsilon) \) converge, on compacta, to level \( R \)-circles. In particular, the curvature of these arcs converges uniformly to \( 0 \), on compacta. Thus, for any compact \( K \subset \mathcal{H} \), we have \( K \cap B_\epsilon(\Omega_\epsilon) \to K \cap B_0(\Omega_0) \). Finally, \( B_\epsilon^{-1} \) maps small neighborhoods of \( \infty \) to small neighborhoods of \( P_0 \). Hence \( \Sigma_\epsilon \to \Sigma_0 \).

In view of Lemma 3.8 and the proof of Lemma 3.2, it suffices to prove that the two hemispheres of \( \Sigma_\epsilon \) intersect only at the equator. In view of the convergence result \( \Sigma_\epsilon \to \Sigma_0 \), it suffices to prove that the two hemispheres intersect only at the equator, in a small neighborhood of the equator. Since \( I_C \) is an involution fixing \( C \), and rotating each contact plane based at \( C \) by 180 degrees, the \( R \)-arcs foliating our hemispheres nearly point in opposite directions near \( C \), as long as \( \epsilon \) is small. ♠

**Lemma 3.10** For any compact set \( K \subset \Omega_0 - P_0 \), there is a an open set \( U_K \supset K \) and an \( \epsilon_K > 0 \) such that: If \( \epsilon < \epsilon_K \) and \( q \in \Sigma_\epsilon \cap U_K \) then the tangent plane to \( \Sigma_\epsilon \) at \( q \) is distinct from the contact plane at \( q \).

**Proof:** The proof of Lemma 3.9 also establishes the following result: Let \( q_\epsilon \in \Omega_\epsilon \) be any sequence of points converging to \( q_0 \in \Omega_0 - P_0 \). The tangent plane to \( \Omega_\epsilon \) at \( q_\epsilon \) converges to the tangent plane to \( \Omega_0 \) at \( q_0 \). From this fact, a sequence of counterexamples to this lemma would lead to a contradiction of Lemma 3.4. ♠
4 Parabolic Case: Discreteness Proof

4.1 The Parabolic Representation

Let \( \rho : \Gamma \to \text{Is}(\mathbb{C}H^2) \) be the parabolic representation. Let \( i_0, i_1, i_2 \) be the standard generators of \( \Gamma = \mathbb{Z}/2 \ast \mathbb{Z}/2 \ast \mathbb{Z}/2 \). Let \( I_j = \rho(i_j) \). The element \( I_j \)

is a complex reflection in a chain \( \hat{C}_j \). The chains \( \hat{C}_i \) and \( \hat{C}_j \) intersect pairwise in a point \( P_{ij} \). A main feature of \( \rho \) is that the product of all three generators, taken in any order, is ellipto-parabolic. \( I_i I_j I_k \) fixes a point \( P_j \) and stabilizes a chain \( E_j \). Since \( I_k I_j I_i \) and \( I_i I_j I_k \) are inverses of each other, they both stabilize the flag \( (E_j, P_j) \).

\( \rho \) has a very concrete matrix representation. The formulae we give here are special cases of those from [S, §3].

Define

\[
\lambda = \frac{1}{16}(5\sqrt{5} + i\sqrt{3}); \quad \mu = \frac{1}{4}(\sqrt{5} + i\sqrt{3}).
\]

(14)

\( \hat{C}_0, \hat{C}_1 \) and \( \hat{C}_2 \) are, respectively, the chains \( \{z = w\}, \{w = \overline{\lambda}\} \), and \( \{z = \lambda\} \).

Matrix representatives for \( I_0, I_1, I_2 \) are, respectively,

\[
\begin{bmatrix}
0 & -1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & -1
\end{bmatrix}; \quad
\begin{bmatrix}
-1 & 0 & 0 \\
0 & 3 & -4\overline{\lambda} \\
0 & -1 & 0
\end{bmatrix}; \quad
\begin{bmatrix}
3 & 0 & -4\lambda \\
0 & 4\lambda & -3 \\
4\overline{\lambda} & 0 & -3
\end{bmatrix}.
\]

(15)

The parabolic element \( g = I_1 I_0 I_2 \) is represented by

\[
g = \begin{bmatrix}
0 & -\overline{\lambda} & 0 \\
-\lambda & 0 & \overline{\lambda} \\
\overline{\lambda} & \lambda & 0
\end{bmatrix}
\]

(16)

Define

\[
P_0 = (\mu, \overline{\mu}); \quad Q_0 = (\overline{\lambda}, \lambda).
\]

(17)

\( g \) preserves the pair \( (E_0, P_0) \), where \( E_0 \) is the chain determined by \( P_0 \) and \( Q_0 \).

We note that conjugation by the antiholomorphic involution

\[
R_0(z, w) = (\overline{w}, \overline{z})
\]

(18)

fixes \( I_0 \) and interchanges \( I_1 \) and \( I_2 \). The chain \( E_0 \) is preserved by \( R_0 \). The two fixed points on \( E_0 \) are \( P_0 \) and \( Q_0 \).
4.2 Canonical Projection

There is a canonical Heisenberg stereographic projection $B$, associated to our representation, such that $B(E_0)$ is the center of $\mathcal{H}$ and

$$B(P_0) = \infty; \quad B(Q_0) = (0,0); \quad B(P_{12}) = (1,0).$$

We write $B = \pi \circ \beta$, as in Equation 5, and $\beta = \Theta \circ M \circ \Theta^{-1}$, where $\Theta$ is as in Equation 3 and $M$ is some matrix, not necessarily in $PU(2,1)$. Scaling $M$ has no effect on the resulting Heisenberg stereographic projection.

Here is how we derive $M$. The points $P_{12}$, $P_0$, $Q_0$ all lie on the $R$-circle fixed by $R_0$. We can choose lifts $\tilde{P}_0$, $\tilde{Q}_0$, and $\tilde{P}_{12}$, and a polar vector $E^*$ such that

$$\langle \tilde{P}_0, \tilde{Q}_0 \rangle = \langle \tilde{Q}_0, \tilde{P}_{12} \rangle = \langle \tilde{P}_{12}, \tilde{P}_0 \rangle = \langle E^*, \tilde{P}_{12} \rangle = -1.$$

(This follows from the vanishing of the angular invariant of $P_0, Q_0, P_{12}$. See [G] for details.) We define

$$\hat{M}(X) = (\langle \tilde{X}, E^* \rangle, \langle \tilde{X}, \tilde{Q}_0 \rangle, \langle \tilde{X}, \tilde{P}_0 \rangle) \quad (19)$$

Up to scale, the matrix representing $\hat{M}$ is

$$M = \begin{bmatrix}
-6\sqrt{5} + i2\sqrt{3} & -6\sqrt{5} - i2\sqrt{3} & 18 \\
10\sqrt{5} + i2\sqrt{3} & 10\sqrt{5} - i2\sqrt{3} & -32 \\
3\sqrt{5} - i3\sqrt{3} & 3\sqrt{5} + i3\sqrt{3} & -12
\end{bmatrix} \quad (20)$$

4.3 Proof Modulo Disjointness

We now associate a parabolic hybrid sphere $\Sigma_j$ to each generator $I_j$ of the ideal triangle group. We will describe $\Sigma_1$. The other two are obtained by cyclically permuting the indices. The equator of $\Sigma_1$ is $\tilde{C}_1$, the chain fixed by $I_1$. One of the spines of $\Sigma_1$ is the pair $(E_0, P_0)$ stablized by $I_1I_0I_2$. The other spine is the pair $(E_2, P_2)$ stabilized by $I_1I_2I_0$.

Let $\xi$ be cylindrical projection, defined in §2.4. Figure 4.1 shows the images $\xi(B(\Sigma_1))$ and $\xi(B(\Sigma_2))$. Here $\Xi$ is identified with $[0,2\pi] \times R$, with vertical sides identified, and the images have been scaled so as to fit nicely in a square. It appears that one of these sets intersects the other in a single point. The inverse image of this point is an $R$-arc. The justification for this picture is the proof, following this section, of the Disjointness Lemma.

Lemma 4.1 (Disjointness Lemma) $\Sigma_1 \cap \Sigma_2 = \Omega(E_0, P_0; P_{12})$.  
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Corollary 4.2 The parabolic representation $\rho$ is discrete and faithful.

Proof: By cyclically permuting the indices, we see that $\Sigma_i$ and $\Sigma_j$ intersect in an arc, for each pair of indices $i \neq j$. Each sphere bounds two open balls. Since the arc does not disconnect either sphere, one of the two open balls in $S^3$ bounded by $\Sigma_1$ is disjoint from one of the two open balls in $S^3$ bounded by $\Sigma_2$. It follows from the three-fold symmetry of the picture that there are open balls $B_j$, which are bounded by $\Sigma_j$, such that $B_0, B_1, B_2$ are pairwise disjoint. The element $I_j$ stabilizes $\Sigma_j$ and maps the complement of $B_j$ into $B_j$. Here $\overline{B}_j$ is the closure of $B_j$.

We end our proof with an argument reminiscent of the Ping-Pong Lemma. Let $w$ be any reduced word in $\{i_0, i_1, i_2\}$. We have $w = i_{a_n} \ldots i_{a_1}$, where $a_j \in \{1, 2, 3\}$ and $a_i \neq a_{i+1}$ for any index $i$. We have $w = a_n w'$, where $w' = i_{a_n-1} \ldots i_{a_1}$. By induction, $\rho(w')$ maps the complement of $B_{a_1}$ into $B_{a_{n-1}}$. Since $a_n \neq a_{n-1}$, the disjointness above says that $\rho(w)$ maps the complement of $B_{a_1}$ into the interior of $B_{a_n}$. As usual, this is enough to conclude that $\rho$ is discrete and faithful. ♠

4.4 Disjointness Proof Modulo Two Lemmas

We will write $B(\Sigma_j) = \Omega_j \cap \Omega_j$, where $\Omega_j$ is in standard position and $\Omega_j = I_{C_j}(\Omega_j')$. Here $C_j = B(\hat{C_j})$. Let $c_j$ be the center of mass of $C_j$. For $j = 1, 2$, define

$$S_j = \xi(C_j); \quad H_j = R/2\pi Z \times \pi R(c_j).$$
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Let $R_j \subset \Xi$ be the region bounded by $S_j$ and $H_j$.

**Figure 4.3**

**Lemma 4.3** $R_1 \cap R_2$ is a single point, disjoint from $H_1 \cup H_2$.

**Lemma 4.4** $\xi(\Omega_j) \subset R_j$ and $\xi(\Omega_j - C_j) \cap S_j \subset H_j$.

Let us now deduce the Disjointness Lemma. $\xi$ maps level $R$-circles to single points. For this reason, $\xi(\Omega_j') \subset \xi(C_j)$. Lemma 4.3 therefore says that $\Omega_1' \cap \Omega_2'$ is a single $R$-arc. This $R$-arc must be contained in a level $R$-circle, must reach $\infty$, and must have $(1,0)$ as its finite endpoint. Hence $\Omega_1' \cap \Omega_2' = [1, \infty]$. We have

$$\xi(\Omega_1 - C_1) \subset (R_1 - S_1) \cup H_1 = X; \quad \xi(\Omega_2) \subset S_2 = Y.$$  

$X \cap Y = \emptyset$, by Lemma 4.3. Since $\xi$ is defined on all of $\Omega_1 - C_1$, and $\infty \not\in \Omega_1$, we have $(\Omega_1 - C_1) \cap C_2 = \emptyset$. Similarly, $(\Omega_2 - C_2) \cap C_1 = \emptyset$. Lemma 4.4 immediately implies that $\xi(\Omega_1 - C_1) \cap \xi(\Omega_2 - C_2) = \emptyset$. Hence, $(\Omega_1 - C_1) \cap (\Omega_2 - C_2) = \emptyset$. All in all, we have $B(\Sigma_1) \cap B(\Sigma_2) = [1, \infty]$. By construction, $[1, \infty] = B(\Omega(E_0, P_0; P_{12}))$. This establishes the Disjointness Lemma.

### 4.5 Proof of Lemma 4.3

Using Equation 20 and the equations in §4.1 we compute that

$$c_1 = B \circ I_{C_1} \circ B^{-1}(\infty) = \left( -\frac{1}{4} + \frac{i\sqrt{5}}{4\sqrt{3}}, \frac{\sqrt{15}}{4} \right). \quad (21)$$

Using $B(P_{12}) = (1,0)$ and Equation 21 we see that

$$\rho(\pi_G(C_1)) = \sqrt{5/3}; \quad |\pi_G(c_1)| = \sqrt{1/6}; \quad (22)$$
The map \((z,t) \rightarrow (\bar{z}, -t)\) interchanges \(C_1\) and \(C_2\), as well as \(\Sigma_1\) and \(\Sigma_2\). Therefore, all information about \(\Sigma_2\) can be obtained from the formulas above.

\(S_i\) and \(H_j\) are graphs of \(2\pi\)-periodic functions \(s_i\) and \(h_j\). Equation 21 gives
\[
h_1(\theta) = \sqrt{15}/4; \quad h_2(\theta) = -\sqrt{15}/4. \tag{23}\]

Referring to Lemma 2.1, as applied to \(C_1\), we have
\[
\theta_0 \in (\pi/2, \pi); \quad \tan(\theta_0) = -\sqrt{5}/3; \quad A = 1/3; \quad B = \sqrt{15}/4 = g(\theta_0); \quad \rho = \sqrt{5}/3; \quad E = 9. \tag{24}\]

Hence,
\[
s_1(\theta) = g(\theta - \theta_0) + g(\theta_0); \quad s_2(-\theta) = -s_1(\theta); \tag{25}\]
\[
3g(\theta) = \sin(\theta)\left(\cos(\theta) + \sqrt{\cos^2(\theta) + 9}\right). \tag{26}\]

To prove Lemma 4.3 it suffices to prove

1. \(s_1(\theta) > h_2(\theta)\) for all \(\theta\).
2. \(s_2(\theta) < h_1(\theta)\) for all \(\theta\).
3. \(s_1(\theta) = s_2(\theta)\) iff \(\theta = 2\pi k\) for \(k \in \mathbb{Z}\).

We compute
\[
3g'(\theta) = 2\cos^2(\theta) - 1 + \frac{\cos(\theta)(2\cos^2(\theta) + 8)}{\sqrt{\cos^2(\theta) + 9}}.
\]

From this it follows that \(g'(\theta) = 0\) iff \(\cos(\theta) = 1/\sqrt{11}\). Plugging this in to \(g\), we get \(|g(\theta)| \leq \sqrt{11}/3\). In particular
\[
s_1(\theta) > -\sqrt{10}/3 + g(\theta_0) = -\sqrt{10}/3 + \sqrt{15}/4 > -\sqrt{15}/4 = h_2(\theta).
\]

This is Statement 1. Statement 2 follows from symmetry.

For Statement 3, note first that \(s_1(0) = s_2(0) = 0\). By symmetry, and periodicity, it suffices to prove that \(s_1(\theta) > s_2(\theta)\) for \(\theta \in [\pi, 2\pi)\). Define \(\theta_1 = \theta_0 - \pi \in (-\pi/2, 0)\). Note that \(|\theta - \theta_0| < |\theta_1|\) implies \(\theta \in (\pi, 2\pi)\). We compute that \(g''(\theta)\) is a positive multiple of \(A_1A_2A_3A_4\), where
\[
A_1 = -\sin(\theta); \quad A_2 = (9 + \cos^2(\theta))^{-3/2}; \quad A_3 = \cos(\theta) + \sqrt{9 + \cos^2(\theta)}.
\]
\[ A_4 = 10 \cos(\theta) + (4 + \cos^2(\theta)) \left( \cos(\theta) + \sqrt{9 + \cos^2(\theta)} \right) \]

Note that \( A_j(\theta) > 0 \) for \( j = 1, 2, 3 \) and \( \theta \in (\pi, 2\pi) \). If \( A_4(\theta) = 0 \), then
\[
\cos(\theta) = -\sqrt{30\sqrt{5} - 54}/\sqrt{11}.
\]
From this, and from \( A_4(-\theta_0) > 0 \), we get \( A_4(\theta) > 0 \) for \( |\theta + \theta_0| < |\theta_1| \). Hence
\[
g''(\theta) > 0; \quad |\theta + \theta_0| < |\theta_1| \quad (27)
\]
By symmetry,
\[
s'_1(0) = s'_2(0); \quad s''_1(\theta) = -s''_2(\theta). \quad (28)
\]
From Equations 27 and 28, we get
\[
s''_1(\theta) > 0; \quad s''_2(\theta) < 0; \quad \theta \in (\theta_1, -\theta_1). \quad (29)
\]
By Equations 28 and 29, integration, and periodicity,
\[
s_1(\theta) > s_2(\theta); \quad \theta \in [\theta_1 + 2\pi, 2\pi). \quad (30)
\]
Since \( g(\theta) > 0 \) for \( \theta \in (0, \pi) \), we have
\[
s_1(\theta) > g(\theta_0) = h_1(\theta) > s_2(\theta); \quad \theta \in (\theta_0, \theta_1 + 2\pi] \supset [\pi, \theta_1 + 2\pi]. \quad (31)
\]
Statement 3 follows immediately from Equation 30 and Equation 31.

### 4.6 Proof of Lemma 4.4

We will deduce Lemma 4.4 from a more general result, which might have other uses. Say that a hybrid hemisphere \( \Omega \) is in inverted position if \( I_C(\Omega) \) is in standard position. Here \( C \) is the equator of \( \Omega \) and \( I_C \) is complex reflection in \( C \). Let \( c \) be the center of mass of \( C \). Let \( R \subset \Xi \) be the region bounded by
\[
S = \xi(C); \quad H = R/2\pi Z \times \pi R(c).
\]
Lemma 4.4 is an instance of

**Lemma 4.5 (Dollar Sign)** Let \( \Omega \) be a tame hybrid sphere with positive eccentricity. If \( \Omega \) is in inverted position then \( \xi(\Omega) \subset R \) and \( \xi(\Omega - C) \cap S \subset H \).
Normalizing by a map from Equation 9, we can arrange that \( c = (t, 0) \), where \( t > 0 \). Thus, \( S \cap H = (0, 0) \). Let \( L = \mathbb{R} \times \{0\} \). Note that \( L \cup \infty \) is a Heisenberg \( \mathbb{R} \)-circle which intersects \( C \) in two points. Define the open topological disks

\[
\Omega_+ = \{(z, t) \in \Omega | \Im(z) > 0\} - C; \quad \Omega_- = \{(z, t) \in \Omega | \Im(z) < 0\} - C.
\]

We will show that the fibers of \( \xi \) are transverse to \( \Omega_\pm \). (It suffices to consider \( \Omega_+ \), by symmetry.) By the Open Mapping Theorem, \( \xi(\Omega_\pm) \subset R - \partial R \). The Dollar Sign Lemma follows from this, and from the straightforward items:

1. \( \Omega - \Omega_+ - \Omega_- \subset C \cup L \).
2. \( \overline{\Omega}_\pm - \Omega_\pm \subset C \cup L \).
3. \( \xi(C \cup L) \subset \partial R \).
4. \( \xi(C - L) \subset S - H \).

\( \Omega \) is foliated by \( \mathbb{R} \)-arcs, one of which is \( L \cap \Omega \). Hence \( \Omega_+ \) is also foliated by \( \mathbb{R} \)-arcs. Say that an \textit{inward radial} is a curve of the form \( \pi_C(\alpha) \), where \( \alpha \) is one of the foliating \( \mathbb{R} \)-arcs of \( \Omega_+ \). The inward radials are line segments or arcs of lemniscates.

**Lemma 4.6** If a fiber of \( \xi \circ B \) is tangent to \( \Omega_+ \) then some ray through the origin is tangent to some inward radial \( \alpha \), at an interior point \( y \in \alpha \).

**Proof:** The fibers of \( \xi \) have the form \( \rho_s = \rho \times \{s\} \), where \( \rho \) is a ray through the origin in \( \mathbb{C} \). If a fiber of \( \xi \) is tangent to \( \Omega_+ \) then there is some \( s \in \mathbb{R} \), some ray \( \rho \), and some \( x \in \Omega_+ \) such that \( \rho_s \) is tangent to \( \Omega_+ \) at \( x \). Let \( T_x \) be the tangent plane to \( \Omega_+ \) at \( x \). Let \( E_x \) be the contact plane. Equation 22 says \( \Sigma \) has eccentricity \( \sqrt{1/10} \), and hence is tame. By Lemma 3.4, we have \( E_x \neq T_x \). Let \( \alpha_x \) be the foliating \( \mathbb{R} \)-arc through \( x \). Both \( \rho_s \) and \( \alpha_x \) are CR-horizontal and tangent to \( \Omega_+ \). Hence, \( \rho_s \) and \( \alpha_x \) are tangent to two unequal planes, and hence to each other. Projecting, we see that \( \rho \) and \( \pi_C(\alpha_x) \) are tangent to each other at \( \pi_C(x) \), which is in the interior of \( \alpha = \pi_C(\alpha_x) \).

Say that an arc of a lemniscate is \textit{symmetric} if it contains the double point, and has 180 degree rotational symmetry. We say that such an arc is \textit{small} (respectively \textit{medium}) if its arc length is less than (respectively equal to) half that of the lemniscate.
Lemma 4.7 The inward radial $\alpha$ is a small symmetric arc.

Proof: Recall that $\alpha = \pi_C(\alpha_x)$. One endpoint of $\alpha$ is $t$ and the other is some $u \in \pi_C(C)$. Let $T$ and $U$ be the tangent lines to $\alpha$ at $t$ and $u$ respectively.

Let $\alpha'_x = I_C(\alpha_x)$. Note that $\alpha'_x$ is an arc of a level $R$-circle, since $I_C(\Omega)$ is in standard position. Since $I_C$ interchanges $(t, 0)$ and $\infty$ it follows from symmetry that the line $V$ containing $\pi_C(\alpha'_x)$ is parallel to $T$. The differential map $dI_C$ acts as a 180 degree rotation of the contact planes which are based at points of $C$, so that $U = V$. In short, $T$ and $U$ are parallel. Since $0, t$ and $u$ are not collinear, $\alpha$ is not a line segment.

Let $S$ be the space of arcs of lemniscates which have tangent lines parallel at the endpoints, given the topology from the top of §3.7— that is, the Hausdorff topology. $S$ has several components, one of which is $S_0$, the subset of symmetric arcs. $S_0$ is the only component which has elements which converge to a line segment. $\alpha$ is nearly a line segment for choices of $\alpha$ near $L$. Hence, $\alpha \in S_0$ for all choices of $\alpha$. Also, $U$ is never tangent to $\pi_C(C)$, so that $\alpha$ is not a medium symmetric arc. Since some choices of $\alpha$ are small symmetric arcs, and no choice is a medium symmetric arc, all choices are small symmetric arcs. ♦

Figure 4.6.2 shows the construction to follow. Let $m \in \alpha$ be the midpoint. Let $X$ be the disk, centered at $t$ such that $m \in \partial X$. For $y \in \alpha$ an interior point, let $Y_y$ be the ray tangent to $\alpha$, at $y$, oriented away from $t$. (This ray is shown for $y = m$.) Since $\alpha$ is a small symmetric arc, $\alpha$ is always...
transverse to \( \partial X \), and pointing outward, when oriented towards \( \pi_C(C) \). That is, \( Y_m \cap X \subset \partial X \). Since \( \Omega \) is tame, and \( \partial X \) has half the diameter of \( \pi_C(C) \), we have \( 0 \in X - \partial X \). In particular, \( 0 \notin Y_m \).

\[
Y_y \text{ is never parallel to } U, \text{ because } \alpha \text{ is a small symmetric arc. If } Y_y \cap U = \emptyset \text{ for some choice of } y, \text{ then } Y_y \cap U = \emptyset \text{ for all choices. For } y \text{ close to } u \text{ we obviously have } Y_y \cap U \neq \emptyset. \text{ Hence, } Y_y \cap U \neq \emptyset \text{ for all interior points } y. \text{ We define}
\[
f(y) = \Im(Y_y \cap U).
\]
If we can show that \( f(y) > 0 \) we will know that the line tangent to \( \alpha \) at \( y \) does not contain the origin, as desired.

\( f \) is monotone on each convex half of \( \alpha \), and attains its minimum at \( m \). If \( f(m) > 0 \) then \( f(y) > 0 \) for all interior \( y \). Since, \( 0 \notin Y_m \) we have \( f(m) \neq 0 \). There are some choices of \( \alpha \) for which \( f(m) > 0 \). Since we have shown that \( f(m) = 0 \) is impossible for any choice, we conclude that, always, \( f(m) > 0 \).
5 The Action of Parabolics

5.1 Overview

Say that a sequence of subsets \( \{X_n\} \subset S^3 \) shrinks to a point \( x \in S^3 \) if each open neighborhood \( U \) of \( x \) contains \( X_n \), once \( n \) is greater than some integer \( N_U \). The purpose of this chapter is to prove Lemmas 5.1 and 5.2 below.

Lemma 5.1 The sequence \( \{(I_1I_0I_2)^n(S_1)\mid n \in \mathbb{N}\} \) shrinks to the point \( P_0 \).

Proof: Let \( g = I_1I_0I_2 \). Recall that \( g \) stabilizes the flag \((E_0,P_0)\), which is a spine of \( \Sigma_1 \). We normalize by the heisenberg stereographic projection \( B \), from §4, so that \( B(E_0) \) is the center and \( B(P_0) = \infty \). Note that \( B(S_1) - \infty \) is contained in an infinite slab of the form \( S_K = \{(z,t)\mid |t| < K\} \) Here \( K \) is some constant. Let \( \gamma = B \circ g \circ B^{-1} \). The element \( g \) is ellipto-parabolic, so that \( \gamma(z,t) = (uz,t + t_0) \) Here \( t_0 \) is some nonzero real number. Note that \( \{\gamma^n(S_K)\} \) exits every compact subset of \( \mathcal{H} \). The same is therefore true for \( \{\gamma^n(B(S_1))\} \). Pulling back by \( B \) gives us our result. ♠

Lemma 5.2 The sequence \( \{(I_1I_2)^n(S_1)\mid n \in \mathbb{N}\} \) shrinks to the point \( P_{12} \).

Proof: Let \( P \) be a Heisenberg stereographic projection so that \( P(P_{12}) = \infty \). Let \( h = P \circ I_1I_2 \circ P^{-1} \). Let \( \Psi = P(S_1) \). It suffices to prove that \( \{h^n(\Psi)\} \) exits every compact subset of \( \mathcal{H} \). If this is false, then there is a hemisphere \( \mathcal{Y} \) of \( \Psi \), points \( p_j = (z_j,t_j) \in \mathcal{Y} \), and an increasing sequence \( \{n_j\} \) such that \( p_j \to \infty \) and \( \{h^{n_j}(p_j)\} \) is precompact in \( \mathcal{H} \).

We may write \( h = h_1h_2 \), where \( h_j = P \circ I_j \circ P^{-1} \). Since \( P(\hat{C}_j) \) is a vertical chain, \( h_j \) covers order 2 rotation about the point \( \pi_C(C_j) \). Hence \( h \) covers translation along the line \( M \subset C \) which joins these two points. Suitably choosing \( P \), we can assume that \( M \) is the real axis. In this case \( h \) has the form given in Equation 8, with \( z_0 \in \mathbb{R} \). From this we see that \( |\Im(z_j)| \) is uniformly bounded and \( |t_j| < C_1|z_j| + C_1 \) for some constant \( C_1 \).

The remainder of this chapter is devoted to establishing the lower bound \( |t_j| > C_7|z_j|^2 - C_7 \), for some constant \( C_7 \). For \( j \) sufficiently large, the two bounds contradict each other. ♠
5.2 Positions of Lines

Recall that $\hat{C}_1$ is the equator of $\Sigma_1$. This hybrid sphere has $(E_0, P_0)$ as one of its spines.

**Lemma 5.3** Let $\Omega_1$ be the hemisphere of $\Sigma_1$, which has $(E_0, P_0)$ as a spine. Let $\gamma$ be the $R$-circle containing $\Omega(E_0, P_0; P_{12})$. Then $\gamma \cap \hat{C}_1 = P_{12}$.

**Proof:** We already know that $P_{12} \in \gamma \cap \hat{C}_1$. We just have to show that $\gamma$ does not intersect $\hat{C}_1$ twice. A horizontal line intersects a Heisenberg chain twice iff the line contains the center of mass of the chain. Let $B$ be the Heisenberg stereographic projection from §4.1. Recall that $B(\gamma) = R \times \{0\}$ and that $C_1 = B(\hat{C}_1)$ is an elliptical Heisenberg chain whose center of mass is not contained in $R \times \{0\}$. From this we see that $C_1$ does not intersect $B(\gamma)$ twice. Pulling back by $B$ we get our result. ♠

Let $\alpha$ be the foliating $R$-arc of $\Upsilon$ which connects $p = P(P_{12})$ to $\infty$. Let $\hat{\alpha}$ be the straight Heisenberg $R$-circle which contains $\alpha$. Let $L = \pi_C(\alpha)$. Let $\Upsilon'$ be the other hemisphere of $\Psi$. For each object $X$ just defined, let $X'$ be the corresponding object on $\Upsilon'$.

**Corollary 5.4** $\hat{\alpha}$ and $\hat{\alpha}'$ do not intersect the equator $C = P(\hat{C}_1)$ of $\Psi$ in $\mathcal{H}$. Thus the lines $L$ and $L'$ are distinct and parallel.

**Proof:** The complex reflection $I_C$ fixes $C$ and interchanges $\hat{\alpha}$ with $\hat{\alpha}'$. Hence, the corollary is true for $\hat{\alpha}$ iff it is true for $\hat{\alpha}'$. For $\hat{\alpha}''$ one of $\hat{\alpha}, \hat{\alpha}'$ we have $\hat{\alpha}'' = P(\gamma)$. Pulling back by $P$, the previous result tells us that $\hat{\alpha}'' \cap C = \infty$. Note that $I_C$ covers order 2 rotation which swaps $L$ and $L'$. This fixed point is contained on neither line. Hence, $L$ and $L'$ are distinct and parallel. ♠

**Lemma 5.5** $L$ and $M$ are perpendicular.

**Proof:** In the notation of the previous lemma, it suffices to prove that $L'' = \pi_C(\hat{\alpha}'')$ and $M$ are perpendicular. $R_0$ swaps $\hat{C}_1$ and $\hat{C}_2$ and preserves $\hat{C}_0$. Hence $R_0$ swaps $\Sigma_1$ and $\Sigma_2$, and fixes $\gamma$. Let $R = P \circ R_0 \circ P^{-1}$. Note that $R$ is an involution which fixes both $\hat{\alpha}''$ and $\infty$. Also $R$ swaps the vertical chains $C_1 = P(\hat{C}_1)$ and $C_2 = P(\hat{C}_2)$. Hence $R$ covers reflection in $L''$, and this reflection swaps the points $\pi_C(C_1)$ and $\pi_C(C_2)$. This is only possible if $L''$ and $M$ are perpendicular. ♠
5.3 The Lower Bound

Before we give our proof, let us summarize what we know so far. $\Upsilon$ is a
hemisphere of $\Psi = P(\Sigma_1)$. The equator $C = P(\hat{C}_1)$ of $\Upsilon$ is a vertical
chain, which projects to a point. The pole of $\Upsilon$ is the point $p = P(P_0)$. The
$R$-arc foliating $\Upsilon$, which connects $\infty$ to $p$, projects to a ray parallel to
the imaginary axis. The element $h$ covers translation along the real axis. The
points $p_1, p_2, \ldots$ are points on $\Upsilon$ which converge to $\infty$, and are such that
$h^{m_i}(p_j)$ is contained in a fixed compact subset of $H$.

Now for the proof. Let $\alpha_j$ be the foliating $R$-arc of $\Upsilon$ which contains $p_j$.
Let $L_n = \pi_C(\alpha_j)$. Let $P$ be the vertical chain $\pi_C^1(p)$. There is a unique
straight $R$-arc $\beta_j$ which connects a point $p'_j \in P$ to $p_j$. Let $M_j = \pi_C(\beta_j)$.
Since $|z_n| \to \infty$ and $|\Im(z_n)|$ is bounded, $M_n$ converges to $M$.
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**Lemma 5.6** There are similarities $T_n : C \to C$ such that $T_n(L_n)$ converges
to one lobe of the unit lemniscate, as $n \to \infty$. The expansion constant of
$T_n^{-1}$ tends to $\infty$ with $n$.

**Proof:** First of all, the unit tangent vector to $L_n$ at $\pi_C(p)$ converges to a
unit vector tangent to $L$. Call this Fact 1.

We claim that $L_n$ is an arc of a lemniscate $\hat{L}_n$, for $n$ sufficiently large.
If this is false, then $L_n$ is a ray. $L_n$ contains the point $\pi_C(C)$, which is
not contained in $L$. Hence, there is a uniformly positive bound on the angle between $L$ and $L_n$, contradicting Fact 1.

We choose a similarity $T_n$ such that $T_n(L_n)$ is the unit lemniscate. The diameter of $L_n$ tends to $\infty$ with $n$, because $\pi C(\alpha)$ is noncompact. Thus, the expansion constant of $T_n^{-1}$ tends to $\infty$. The endpoints of $L_n$ are $x = \pi C(C)$ and $y = \pi C(p)$, points which are independent of $n$. Since the expansion constant of $T_n$ tends to 0, the two points $T_n(x)$ and $T_n(y)$ converge to the same point, which must be the double point of the unit lemniscate—i.e. the origin.

Thus, either $T_n(L_n)$ converges to one lobe of the unit lemniscate, or to the entire lemniscate. In the second case, $L_n - L_n$ is contained in a single compact subset $K$ of $C$, independent of $n$. By compactness, there is a uniform upper bound to the length of $\alpha_n - \alpha_n$, and hence to the distance between the endpoints of $\alpha_n$. Here $\alpha_n$ is the $R$-circle containing $\alpha_n$. This contradicts the fact that one endpoint of $\alpha_n$ tends to $\infty$, and the other one is $p \in \mathcal{H}$. ♦

Let $C_1, C_2, \ldots$ denote constants. Since $\beta_j$ is contained in a contact plane parallel to the one based at $p$, we see that $|t'_j - t_j| < C_1 |z_j| + C_1$. Note that $L_j$ has diameter at least $C_1 |z_j| - C_2$. By Lemma 5.6, and from the convergence $M_j$ to $M$, we see that $L_j \cup M_j$ bounds a region with signed area at least $C_4 |z_j|^2 - C_4$. As we discussed in §2.3, the CR-horizontal lift $\alpha_j \cup \beta_j$ has monodromy at least $C_5 |z_j|^2 - C_5$. That is, $|t'_j| > C_6 |z_j|^2 - C_6$. The triangle inequality now says that $|t_j| > C_7 |z_j|^2 - C_7$.

This completes our proof of Lemma 5.2.
6 Domain of Discontinuity and Limit Set

6.1 Main Result

We know from §4 that the parabolic representation $\rho$ is a discrete embedding. Let $\Lambda \subset S^3$ be the limit set of $\rho(\Gamma)$, and let $\Delta = S^3 - \Lambda$ be the domain of discontinuity. In this chapter we will describe $\Lambda$ and $\Delta$.

Let $\Sigma_0, \Sigma_1, \Sigma_2$ be the hybrid spheres constructed in §4. These spheres bound the disjoint open balls $B_0, B_1, B_2$, used in the proof of Corollary 4.2. Recall that $P_{ij}$ is the fixed point of $I_i I_j$. Let $P_k$ be the fixed point of $I_{k-1} I_k I_{k+1}$. Here indices are taken mod 3. Note that $P_{ij}, P_k \subset \Sigma_0 \cup \Sigma_2 \cup \Sigma_2$. Define

$$F = S^3 - \bigcup B_i - \bigcup P_{ij} - \bigcup P_k$$

(32)

$F$ is obtained by deleting 6 points from the closed set $S^3 - \bigcup B_i$. In this chapter we prove

**Lemma 6.1** $F$ is a fundamental domain for the action of $\rho(\Gamma)$ on $\Delta$. More precisely,

1. $\Delta = \bigcup_{\gamma \in \rho(\Gamma)} \gamma(F)$.
2. $\gamma(F) \cap F \neq \emptyset$ iff $\gamma \in \{I_0, I_1, I_2\}$.
3. $I_j(F) \cap F \subset \partial F$.

There is an order three element $s_3 \in PU(2,1)$ such that $s_3(\hat{C}_j) = \hat{C}_{j+1}$, indices taken mod 3. Since our constructions are natural, $s_3(\Sigma_j) = \Sigma_{j+1}$. Let $G \subset PU(2,1)$ be the group obtained by adjoining $s_3$ to $\rho(\Gamma)$. Since $\rho(\Gamma)$ has finite index in $G$, the two groups have the same limit set and domain of discontinuity. Our proof of Lemma 6.1 involves studying the orbit $G(\Sigma_0)$. Note that $G(\Sigma_0) = G(\Sigma_1) = G(\Sigma_2)$.

6.2 The Pattern of Tangencies

Figure 6.2.1 shows a schematic picture of $\Sigma_1$ and $\Sigma_2$. One must imagine that each of these spheres is the double of a square, and has been flattened down onto the plane, for the purposes of drawing.
The equators of the two spheres appear as thickened diagonal arcs. The arc of tangency appears as a vertical arc.

Figure 6.2.2 shows a schematic picture of all three spheres. The spheres $\Sigma_0$ and $\Sigma_1$ are not shown tangent. The free vertical arc of $\Sigma_0$ is glued to the free vertical arc of $\Sigma_1$ in the manner indicated by the arrows. The union of the three balls $B_0 \cup B_1 \cup B_2$ resembles a Mobius band, which has been fattened up in three segments. One could picture three pieces of ravioli stuck together, end to end, to approximate a Mobius band. The balls are the filling of the ravioli, and the spheres are the dough.

One creates $F'$ by taking the closure of the complement of this thickened Mobius band, and deleting the 6 distinguished points.

**Remark:** The reader who is anxious to get to the topology of $\Delta/\rho(\Gamma)$ can assume Lemma 6.1 and skip to §7 at this point.

### 6.3 Pictures of the Orbit

Say that a sphere $\omega'' \in G(\Sigma_0)$ *separates* the spheres $\omega, \omega' \in G(\Sigma_0)$ if there are open balls $B, B'$ bounded by $\omega, \omega'$ such that $B$ and $B'$ are in contained in
different components of $S^3 - \omega''$. To avoid trivialities, we insist that all three spheres are distinct. We write $\delta(\omega, \omega') = n + 1$ if there are $n$ distinct spheres in $G(\Sigma_0)$ which separate $\omega$ from $\Sigma'$. We say that $\omega$ and $\omega'$ are adjacent iff $\delta(\omega, \omega') = 1$, and separated otherwise. It follows from symmetry, and from the argument in Corollary 4.2 that

1. $\Sigma_0$ is adjacent to $\Sigma_i$ and $I_0(\Sigma_j)$ for $i, j \in \{1, 2\}$.

2. If $\omega \neq \Sigma_0$ is not one of the 4 spheres listed in Item 1, then $\Sigma_0$ and $\omega$ are separated. Indeed, one of these 4 spheres separates $\omega$ from $\Sigma_0$.

3. If $\delta(\omega, \omega') = 2$ then there is some $\gamma \in G$ and indices $i, j \in \{1, 2\}$ such that $\gamma(\omega) = \Sigma_i$ and $\gamma(\omega') = I_0(\Sigma_j)$. (Proof: apply an element which moves the separating sphere to $\Sigma_0$.)

4. If $\delta(\omega, \omega') = 2$ and $\omega \cap \omega' \neq \emptyset$ then $\omega \cap \omega'$ is a single point which is $G$-equivalent to one of the 6 special points on $\Sigma_0 \cup \Sigma_1 \cup \Sigma_2$. (Proof: move the separating sphere to $\Sigma_0$ and observe that $\Sigma_0 \cap \omega$ and $\Sigma_0 \cap \omega'$ are foliating arcs of different hemispheres.)
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Figure 6.3.1 shows $\Sigma_0$ and its four adjacent spheres. We have depicted $\Sigma_0$ as a transparent doubled square. The two spheres $\Sigma_1$ and $\Sigma_2$, represented by large quadrilaterals, are on the “outside” of $\Sigma_0$ in the sense that the reader could touch these spheres without penetrating $\Sigma_0$. The two spheres $I_0(\Sigma_1)$ and $I_0(\Sigma_2)$ are represented by doubles of small quadrilaterals. These spheres are “inside” $\Sigma_0$ in the sense that the reader must penetrate $\Sigma_0$ in order to touch a generic point of these spheres. The outer spheres are glued together,
and the inner spheres are glued together, as indicated by the arrows. The black dots denote the poles of the spheres. The equators are not drawn, but can be determined from the positions of the poles.

Figure 5.3.2

Figure 6.3.2 fills in all the spheres adjacent to those in Figure 6.3.1. The new spheres are again represented by doubled quadrilaterals. Nearby parallel edges are glued as indicated by the arrows. The larger spheres separate the reader from the smaller ones. For instance, in order to touch generic points of the sphere labelled $C$, the reader must penetrate the sphere labelled $B$. In order to touch generic points of the sphere labelled $B$, the reader must penetrate the sphere $A$.

Figure 6.3.3

Figure 6.3.3 fills in all the spheres adjacent to those shown in Figure 6.3.2. The gluing arrows and the black dots have been deleted to give a less cluttered picture. Once a single black dot has been placed, all the other black dots, as well as the arrows, are forced.
6.4 The Neighborhood of a Vertex

Figure 6.4 shows the pattern made by the union of spheres which contain a single point $x$. Spheres are represented as in the other pictures, with the larger spheres separating the reader from the smaller spheres.
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The pattern of spheres is the same whether or not $x$ is a pole. However, the labelling is different in the two cases. The two representative cases are $x = P_{12}$ and $x = P_0$.

When $x = P_{12}$, the fixed point of $I_1I_2$, the spheres are

$$...I_1I_2I_1(\Sigma_2), I_1I_2(\Sigma_1), I_1(\Sigma_2), \Sigma_1, \Sigma_2, I_2(\Sigma_1), I_2I_1(\Sigma_2), I_2I_1I_2(\Sigma_1)...$$

When $x = P_0$, the fixed point of $I_1I_0I_2$, the spheres are

$$...I_1I_0I_2(\Sigma_1), I_1I_0(\Sigma_2), I_1(\Sigma_0), \Sigma_1, \Sigma_2, I_2(\Sigma_0), I_2I_0(\Sigma_1), I_2I_0I_1(\Sigma_2)...$$

In both cases, we have listed these spheres so that they are adjacent if and only if they are listed successively.

Both sequences above are doubly infinite. Later in the chapter, it will be useful to work with the singly infinite sequences

$$\Sigma_2, I_2(\Sigma_1), I_2I_1(\Sigma_2), I_2I_1I_2(\Sigma_1), I_2I_1I_2I_1(\Sigma_2)... \quad (33)$$

$$\Sigma_2, I_2(\Sigma_0), I_2I_0(\Sigma_1), I_2I_0I_1(\Sigma_2), I_2I_0I_1I_2(\Sigma_0), ... \quad (34)$$
6.5 Proof Modulo Shrinking

Say that a sequence \( S = \{\omega_n\} \in G(\Sigma) \) is nested if there is a sequence of balls \( \{B_n\} \) such that \( B_n \supset B_{n+1} \) and \( \omega_n \) bounds \( B_n \), for all \( n \). In this case, we say that \( \{\omega_n\} \) is good if the infinite intersection \( \cap B_n \) is a single point. Following this section, most of the chapter is devoted to proving

Lemma 6.2 (Shrinking) All infinite nested sequences are good.

We now establish Lemma 6.1. Let \( F^o \) be the interior of \( F \). Note that \( F - F^o \subset \Sigma_0 \cup \Sigma_1 \cup \Sigma_2 \). The proof of Corollary 4.2 shows that \( \gamma(F^o) \cap F^o = \emptyset \) for any nontrivial \( \gamma \in \rho(\Gamma) \). This gives Statement 3 of Lemma 6.1.

The analysis in the previous section shows that \( \Sigma_0 \) intersects any non-adjacent sphere in one of the points \( P_1, P_2, P_{01}, P_{02} \). Cyclically permuting the indices, we get the following result: For any nontrivial \( \gamma \notin \rho(\Gamma) - \{I_0, I_1, I_2\} \), the intersection \( \gamma(\Sigma_i) \cap \Sigma_j \) is contained in one of the 6 points \( \bigcup (P_{nm} \cup P_{k}) \). Thus \( \gamma(F - F^o) \cap (F - F^o) = \emptyset \) for such \( \gamma \). Combining this with \( \gamma(F^o) \cap F^o = \emptyset \) gives Statement 2 of Lemma 6.1.

Let

\[
\Delta' = \bigcup_{\gamma \in \rho(\Gamma)} \gamma(F).
\]

Statement 2 of Lemma 6.1 implies that every point of \( F \) has an open neighborhood which intersects only finitely many \( \rho(\Gamma) \)-translates of \( F \). By symmetry, this is true for all points in \( \Delta' \). Hence, \( \Delta' \subset \Delta \).

Let \( p \in S^3 - \Delta' \). Suppose first that \( p \) is \( \rho(\Gamma) \)-equivalent to some \( P_{ij} \) or to some \( P_k \). Since \( \Lambda \) contains the fixed points of elements of \( \rho(\Gamma) \) we have \( p \in \Lambda \). The other possibility is that \( p \in S^3 - \Delta'' \), where

\[
\Delta'' = \bigcup_{\gamma \in \rho(\Gamma)} \gamma(F).
\]

Here \( \bigcup B_j \) and in this case, there is an infinite nested sequence \( \{\omega_n\} \) such that (in the notation above) \( p \in \bigcap \bigcup B_n \). Each \( \Sigma_j \) has two poles. We choose one pole arbitrarily and call it \( p_j \). By the Shrinking Lemma, \( p = \bigcap B_n \), and hence \( p_j \rightarrow p \). Note that \( p_j \in \Lambda \), since \( p_j \) is a parabolic fixed point. Since \( \Lambda \) is closed, \( p \in \Lambda \). In both cases considered, we have \( S^3 - \Delta' \subset \Lambda \). Hence, \( \Delta \subset \Delta' \). Combining this with the other containment, we get \( \Delta = \Delta' \). This is Statement 1 of Lemma 6.1.
6.6 Proof of the Shrinking Lemma

Say that a nested sequence $S$ is maximal if $S$ is not a proper subsequence of a nested sequence $S'$, whose first element coincides with $S$. For instance, the sequences 33 and 34 are maximal. It clearly suffices to prove the Shrinking Lemma only for maximal nested sequences.

Say that two maximal nested sequences $S = \{\omega_j\}$ and $S' = \{\omega'_j\}$ stably agree if there are indices $n$ and $n'$ such that $\{\omega_j | j > n\}$ and $\{\omega_j' | j > n'\}$ coincide. More generally, we say that sequences $S$ and $S''$ are equivalent if there is some element $g \in G$ such that $S$ and $S' = g(S'')$ stably agree. If $S$ and $S'$ are equivalent, and $S'$ is good, then so is $S$.

Say that the maximal nested sequence $S$ has type $A$ if it is equivalent to sequence 33, and type $B$ if it is equivalent to sequence 34. Otherwise, say that $S$ has type $C$. Lemmas 5.2 and 5.1, combined with the remarks about equivalence, say that all type $A$ sequences are good and that all type $B$ sequences are good. We just have to deal with type $C$ sequences.

**Lemma 6.3** Suppose $S = \{\omega_n\}$ is a type $C$ sequence. Then there is an infinite sequence $a_0 < b_0 < a_1 < b_1 ...$, and elements $g_1, g_2, ... \in G$ such that, $\omega_{a_j} \cap \omega_{b_j} = \emptyset$ and $\omega_{a_j} = g_j(\omega_{a_0})$ and $\omega_{b_j} = g_j(\omega_{b_0})$ for all $j$.

**Proof**: We will use the function $\delta$, defined in §6.3. Observe first that there are only finitely many pairs $(\omega, \omega')$, modulo the diagonal action of $G$ on $G(\Sigma_0) \times G(\Sigma_0)$, such that $\delta(\omega, \omega') < N$, for any $N$. (One simply normalizes so that $\omega = \Sigma_0$, leaving finitely many choices for $\omega'$.) Second, observe that $P_n = \omega_{n-1} \cap \omega_{n+1}$ is either a point or the empty set, by the analysis in §6.3.

Suppose that $P_n$ is the empty set, for infinitely many indices $n_1, n_2, ...$. Note that $\delta(\omega_{n-1}, \omega_{n+1}) = 2$. Using our first observation, we can take a subsequence, so that the pairs $(\omega_{n_j-1}, \omega_{n_j+1})$ are all equivalent under the diagonal $G$-action. We set $a_j = n_j - 1$ and $b_j = n_j + 1$.

Suppose $P_n$ is a point for all but finitely many indices. Since $S$ has type $C$, there are infinitely many indices $m_1, m_2, ...$ such that $P_{m_j} \neq P_{m_j+1}$. Here $\omega_{m_j-1} \cap \omega_{m_j+2} = \emptyset$ and $\delta(\omega_{m_j-1}, \omega_{m_j+2}) = 3$. As above, we can assume that all these pairs are equivalent under diagonal $G$-action. We set $a_j = m_j - 1$ and $b_j = m_j + 2$. ♠

Suppose that $\omega$ and $\omega'$ are embedded spheres, not necessarily disjoint.
We define an invariant
\[ X(\omega, \omega') = \inf_{x, y \in \omega} \inf_{x', y' \in \omega'} X(x, y, x', y'). \]
The infimum is taken over quadruples of distinct points. Here we are using the cross ratio, defined in Equation 12. Here are two basic properties:

1. \( X(\omega, \omega') = 0 \) if and only if \( \omega \cap \omega' = \emptyset \).

2. \( X(g(\omega), g(\omega')) = X(\omega, \omega') \) for any \( g \in PU(2, 1) \).

**Lemma 6.4** Let \( S = \{\omega_n\} \) be a maximal nested sequence, which is not good. Given any \( \epsilon > 0 \) there is some \( N \in \mathbb{N} \) having the following property: If \( m, n > N \) then \( X(\Sigma_m, \Sigma_n) < \epsilon \).

**Proof:** Let \( \{B_j\} \) be the sequence of balls associated to \( S \), as above. Let \( x \neq y \) be two points in \( \bigcap B_j \). We can find points \( x_j, y_j \in \Sigma_j \) such that \( x_j \rightarrow x \) and \( y_j \rightarrow y \). The sequence \( \{x_j\} \) is a Cauchy sequence in \( S^3 \) and so is the sequence \( \{y_j\} \). Also, the limits of these sequences are different. We have \( X(\Sigma_m, \Sigma_n) \leq X(x_m, y_m, x_n, y_n) \). Let \( X_m \) and \( Y_m \) be affine lifts of \( x_n \) and \( y_n \). Likewise for \( X_n \) and \( Y_n \). We see that
\[
\langle X_m, X_n \rangle \rightarrow 0; \quad \langle Y_m, Y_n \rangle \rightarrow 0.
\]
while the other two terms remain uniformly bounded away from 0. Hence, \( X(x_m, y_m, x_n, y_n) \) is vanishingly small for \( m \) and \( n \) increasingly large. \( \star \)

Suppose that \( S \) has Type C. Using the notation of Lemma 6.3, we see that \( X(\omega_{a_j}, \omega_{b_j}) \neq 0 \) is a quantity which is independent of \( j \). In particular, the conclusion of Lemma 6.4 does not hold. Hence \( S \) must be good.

### 6.7 The Limit Set

Our description of \( \Lambda \) comes straight from Figures 6.3.1-6.3.4, and their obvious continuations. First we construct a space \( S_\infty \) which is related to \( \Lambda \). Then we modify \( S_\infty \) to get \( 2S_\infty \), which is homeomorphic to \( \Lambda \).

Given the solid unit square, \( S \), with top and bottom edges distinguished, let \( S' \) be the union of two solid quadrilaterals shown in Figure 6.7.1. Unlike in Figures 6.3.1-6.3.4, the quadrilaterals here represent themselves, rather than their doubles.
If $Q$ is a quadrilateral, with a distinguish pair of opposite edges, there is a real projective transformation $T_Q$ such that $T_Q(S) = S$. This map is unique up to order 2 rotation. We define $Q = T(S')$.

Let $S_0 = S$ and $S_1 = S'$. Note that $S_1$ is the union of two quadrilaterals, $S_{11} \cup S_{12}$. Define $S_2 = S'_{11} \cup S'_{12}$. Figure 6.7.2 shows continues the pattern, to get nested sets $S_1 \supset S_2 \supset S_3 \ldots$ Define $S_\infty = \bigcap S_k$.

We now modify $S_\infty$ recursively. We color the 4 outer vertices of $S_\infty$ alternately white and black, as shown in Figure 6.7.3. Note that $S_\infty$ is the union $TS_\infty \cup BS_\infty$ of two homeomorphic copies of itself. Here $TS_\infty \cap BS_\infty$ is two vertices.

1. Cut $S_\infty$ open along the two vertices $TS_\infty \cap BS_\infty$.

2. Twist $TS_\infty$ 90 degrees clockwise out of the plane, by pulling one of the cut vertices up and pushing the other one down. Likewise twist $BS_\infty$.

3. Glue the twisted copies together along their two nearby vertices.
Call the resulting object $S_1^1$. After having made this modification, we color two additional vertices of $S_1^1$ alternately black and white, as shown.

Note that $S_1^1$ is a union of two twisted copies of $TS_\infty$ and $BS_\infty$. The outer vertices of each half are already colored alternately black and white. We may perform the same kind of twist modification on each of these halves, keeping the outer vertices fixed in the process. (The right part of Figure 6.7.3 shows one of the pieces which is to be twisted. The other piece is difficult to draw.) Call the result $S_2^2$. After the modification is done, we can color 4 additional vertices alternately white and black. In general, $S_\infty$ is a union of $2^n$ twisted copies of $S_\infty$, and each of these copies has its 4 outer vertices colored alternately white and black. One creates $S_{n+1}^n$ by modifying each copy as above. Let $S_\infty$ be the limit of this process.

Let $2S_\infty$ denote the space obtained by gluing two copies of $S_\infty$, along the outermost 4 vertices, with a 90 degree twist. $2S_\infty$ is homeomorphic to $\Lambda$. Indeed, if all twists are made in a clockwise way, then the embedding is correct. The homeomorphism extends to all of $S^3$.

There is a countable collection of vertices of $2S_\infty$ colored white, and a countable collection colored black. The union each type of vertices is dense in $2S_\infty$. Our homeomorphism carries the black vertices to fixed points of elements conjugate to $I_1I_0I_2$ and the white vertices to fixed points of elements conjugate to $I_1I_2$. 
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7 Topology of the Quotient

7.1 The Pattern of Tangencies

This section is a continuation of §6.2.

It is convenient to define

\[ V_0 = \Omega(E_0, P_0; P_{12}) = \Sigma_1 \cap \Sigma_2. \]

The arcs \( V_i \) and \( V_2 \) are defined by cyclically permuting the indices. For all \( i \neq j \), the arcs \( V_i \) and \( V_j \) are foliating arcs of different hemispheres of the same hybrid sphere. Also, the endpoints of these arcs differ. Hence, \( V_i \cap V_j = \emptyset \).

![Diagram]

Figure 7.1

Figure 7.1 is a repeat of Figure 6.2.2, with additional labels drawn in. For \( i \neq j \) we define

\[ H_{ij} = I_i(V_j). \]

The four arcs \( H_{01}, V_1, H_{02}, V_2 \) intersect in the same topological pattern as a square. Let \( S_0 \) be this topological square. Note that \( S_0 \) is a closed circuit on \( \Sigma_0 \), which divides \( \Sigma_0 \) into two disks, each of which has, as a “diagonal”, part of \( C_0 \), the equator of \( \Sigma_0 \). These diagonals further divide each of the disks into 2 topological triangles. One of the two disks, and two of the triangles, is visible in Figure 7.1. The other disk, and the other two triangles, are hiding behind the ones shown. By cyclically permuting the indices, we see that the same picture takes place in each of the three hybrid spheres. Thus, \( \partial(B_0 \cup B_1 \cup B_2) \) has a triangulation into 12 triangles.
7.2 The Face Pairings

Let $F$ be as in Equation 32. We spend the rest of the chapter deducing Theorem 1.2 from Lemma 6.1.

We have already seen above that $\partial(B_0 \cup B_1 \cup B_2)$ has a triangulation into 12 triangles. $\partial F$ has the same triangulation. The vertices are deleted. (Note the analogy with an ideal hyperbolic triangle.) The elements $I_0$, $I_1$, and $I_2$ identify the triangles in pairs. Each element identifies two pairs of triangles.

![Figure 7.2](image)

Recall from the previous section that $S_0$ is the circuit on $\Sigma_0$, which divides it into two solid squares, each of which is a union of two triangles, separated by an arc of $C_0$. The element $I_0$ identifies these triangles in pairs, by folding along the arc of $C_0$, as shown in Figure 7.2. The same fold takes place on the back side of the hybrid sphere.

Let $Q$ be the quotient of $F$ by its face pairings. We can use the information given in this section to deduce the homeomorphism type of $Q$. The rest of the chapter is devoted to this enterprise.

7.3 Topology of the Quotient

For the purposes of visualizing $Q$, we equip $S^3$ with the round metric. Let $B_\epsilon$ be the $\epsilon$-tubular neighborhood of $B_0 \cup B_1 \cup B_2$, for some extremely small $\epsilon$. (It is useful to think of $\epsilon$ as infinitesimally small.) There is an obvious nearest point map $\phi : \partial B_\epsilon \to \partial(B_0 \cup B_1 \cup B_2)$. Define

$$F = S^3 - B_\epsilon - \bigcup \phi^{-1}(P_i) - \bigcup \phi^{-1}(P_{jk}).$$

If $\epsilon$ is sufficiently small then $B_\epsilon$ is homeomorphic to a solid torus. Therefore, $F$ is a solid torus with 6 points deleted from its boundary.
Pulling back by \( \phi^{-1} \), the triangulation of \( \partial(B_0 \cup B_1 \cup B_2) \) induces a triangulation on \( \partial \tilde{F} \). Forgetting about indices, the edges on \( \partial \tilde{F} \) are labelled by \( \tilde{H}, \tilde{V}, \) and \( \tilde{C} \). The map \( \phi \) is one-to-one on the open triangles, the \( \tilde{C} \)-edges and the \( \tilde{H} \)-edges. However, \( \phi \) is two-to-one on the \( \tilde{V} \)-edges.

The triangles on \( \partial \tilde{F} \) are identified, in pairs, by folding across the \( \tilde{C} \)-edges. We will see that the face pairings on \( \partial \tilde{F} \) automatically identify all the \( \tilde{V} \)-edges which are identified by \( \phi \). Thus, the quotient of \( \overset{\sim}{Q} \) of \( \tilde{F} \) by its face pairings is homeomorphic to \( Q \).

Let \( \partial \tilde{F} \) be the torus which is obtained by filling in the punctures on \( \partial \tilde{F} \). \( \mathbb{R}^2 \) universally covers \( \partial \tilde{F} \). This covering induces a cover of \( \partial F \) by \( \mathbb{R}^2 - \mathbb{Z}^2 \). The triangulation of \( \partial \tilde{F} \) lifts to a triangulation of \( \mathbb{R}^2 - \mathbb{Z}^2 \). The vertices of the squares belong to \( \mathbb{Z}^2 \). Half of these vertices, which are colored black, project to the points \( \tilde{P} \); The other half project to the points \( \tilde{P}_{jk} \). The pattern comes straight from Figure 7.1.

The triangulation on \( \partial \tilde{F} \) is obtained from the triangulation of \( \mathbb{R}^2 - \mathbb{Z}^2 \) by taking the quotient by the deck group of the covering. Specifying the deck group of the covering amounts to placing a parallelogram \( \Pi \) in Figure 7.3.1 and agreeing that the deck group is generated by identifying the opposite sides of \( \Pi \) by translations.

Since \( \partial \tilde{F} \) is triangulated by 12 triangles, and each triangle has area 1/2, we see that \( \Pi \) must have area 6. If we follow two consecutive \( V \)-edges, we trace out a closed loop on the solid torus containing \( \partial F \). Indeed, such loops are mapped to the \( V_j \), in two-to-one fashion. Looking at Figure 7.1, we see that a horizontal zig-zag pattern made from 3 successive \( \tilde{C} \)-edges makes a closed loop. Figure 7.3.2 shows pictures of the vertical loops and the horizontal zig-zag loops. We deduce that the shaded parallelogram serves as valid choice for \( \Pi \).
Recalling that the triangular faces of $\partial \bar{F}$ are identified in pairs by folding along the diagonal edges, we see that consecutive vertical edges in $\partial \bar{F}$ are automatically identified. Thus, the face pairings on $\partial \bar{F}$ automatically identify the $\tilde{V}$-edges which are also identified under $\phi$, as we had claimed above.

It remains to figure out which loops on $\partial F$ are contractible in $\bar{F}$. The left side of Figure 7.3.3 shows a loop $L_1$ on $X = B_0 \cup B_1 \cup B_3$ which is contractible in $S^3 - X$. We omit the proof of this statement. The reader can perform the proof by lightly gluing a piece of string to a Mobius band, along $L_1$, and observing that one can pull the string off the Mobius band.

The middle part of Figure 7.3.3 shows the loop $L_2 \in \partial \bar{F}$ which maps to $L_1$ under our nearest point map. Curves isotopic to $L_2$ are contractible in $\bar{F}$. The curve $L_3$ is isotopic to $L_2$ in $\partial \bar{F}$. Curves in $\partial \bar{F}$, which are parallel to $L_3$, contract in $\bar{F}$.

Now we introduce some hyperbolic geometry. Let $P \subset H^3$ be the regular ideal pyramid with ideal square base, created by cutting in half the regular ideal octahedron. Let $\{P_n| n \in \mathbb{Z}\}$ be an infinite collection of isometric copies of $P$, all labelled as in Figure 7.3.4.
Let $P_{ij}$ be the $j$th point of $P_i$. Let $(n; ijk)$ be the triangle of $P_i$ whose vertices are $P_{ni}$, $P_{nj}$ and $P_{nk}$. We form the space $\Omega$ by gluing the face $(n + 1, 5, 4)$ to the face $(n, 1, 25)$, for all $n \in \mathbb{Z}$. Our notation is such that $P_{n+1,5}$ is glued to $P_{n,1}$, etc. One can visualize this space by lining up the pyramids along an axis, as shown in Figure 7.3.4, twisting $P_n$ by a rotation of $2\pi n/3$, and then sliding the pyramids together.

![Figure 7.3.4.](image)

$\partial \Omega$ consists entirely of ideal squares. Half of these squares, which we call type $A$, are the bases of the pyramids. Let $D_A(n)$ be the diagonal joining $P_{n1}$ and $P_{n3}$. We call $D_A(n)$ a type $A$ diagonal. The other ideal squares are formed by the unions of the form $(n, 145) \cup (n + 1, 235)$. We call these type $B$ ideal squares. We call the edge $D_B(n) = (n, 145) \cap (n + 1, 235)$ a type $B$ diagonal. Note that $D_B(n)$ joins the points $P_{n1}$ and $P_{n5}$. Figure 7.3.4 shows $D_A(2)$ and $D_B(2)$, drawn with thick lines. The pattern of distinguished diagonals on $\partial \Omega$ looks locally just like the pattern of diagonals in Figure 7.3.1.

There is an isometry $I : \Omega \to \Omega$ such that $I(P_n) = P_{n+1}$. The quotient $\Omega/I^3$ is a solid torus with 6 deleted vertices, whose boundary has the same combinatorial structure as $\partial F$. Under a suitable choice of identification, the square base of $P_0$ is identified to the circuit $S_0$ shown in Figure 7.1. The element $I$ has the same action on $\Omega/I^3$ that the element $s_3$ has on $F$.

It is easily checked that $R_0(S_0) = S_0$, and that $R_0$ acts as 180 degree rotation about the circuit $S_0$. Rotating 180 degrees about the axis of the pyramid $P_0$ extends to an isometry $R$ of $\Omega$. The element $R$ has the same action on $\Omega/I^3$ as $R_0$ has on $\partial F$.

Recall that $G$ is obtained by adjoining $s_3$ to $\rho(\Gamma)$. If we let $\mu$ be the group action on $S^3$ obtained by adjoining $R_0$ to $G$ then $\Delta/\mu$ is homeomorphic to the quotient of $W = \Omega/(I,R)$ by the identifications induced by folding across the distinguished diagonals.
A fundamental domain for \( W \) is one half of \( P_0 \). We may take this half to be an ideal tetrahedron \( T \), whose vertices are \( P_{01}, P_{02}, P_{03} \) and \( P_{05} \). Let \( F_A \) be the fold across \( D_A(0) \). We have
\[
F_A \circ R(0;123) = F_A(0;341) = (0;321);
\]
\[
R \circ I(0;125) = R \circ I(1;543) = R(0;543) = (0;521),
\]
\[
I \circ D_B \circ R(0;325) = I \circ D_B(0;145) = I(1;523) = (0;523).
\]
Thus, each face of \( T \) is identified to itself by a fold across a bisecting edge. The pattern is as shown in Figure 7.3.5. (Two views are shown, so that one can see all fold lines.) The thin edges correspond to dihedral angles of \( \pi/2 \) and the thick edges correspond to dihedral angles of \( \pi/4 \). The dotted edges are the fold lines.

![Figure 7.3.5](image)

The points 1, 3, 5 all get identified to each other, and 2 is only identified to itself. Comparing the treatment of the Whitehead link complement in \( \Sigma^3 - L \) in \([T\), pp 129-131\] one can see that \( W = (\Sigma^3 - L)/D_A \). This completes the proof of Theorem 1.1.
8  The Topological Conjugacy

8.1  Main Construction

Let \( \rho_s : \Gamma \to PU(2,1) \) be the representation with angular invariant \( s \in [0, \xi] \).
We can generate \( \rho_s \) simply by replacing \( \lambda \), defined in §4.1, with the variable

\[
\lambda_s = \frac{(s+i)}{\sqrt{2+2s^2}}.
\]  

(35)

Setting \( \xi = \sqrt{125}/3 \) yields the constant \( \lambda \) used in §4.1. We get matrices \( I_{j,s} \)
by using \( \lambda_s \) in place of \( \lambda \) in Equation 15. The representation \( \rho_s \) is given by
\( \rho_s(i_j) = I_{j,s} \). We will suppress the subscript \( \xi \). For instance, \( I_j = I_{j,\xi} \).

It is easy to see, and it is proved in [S1], that:

1. \( I_{j,s} \) converges to \( I_j \) as \( s \to \xi \).
2. \( g_s = I_{1,s}I_{0,s}I_{2,s} \) converges to \( g \) as \( s \to \xi \).
3. Conjugation by \( R_0 \) interchanges \( I_{1,s} \) with \( I_{2,s} \) and preserves \( I_{0,s} \).
4. \( g_s \) preserves two points \( O_s \) and \( Q_s \), both of which converge to \( P_0 \) as \( s \to \xi \).
5. The \( C \)-circle \( E_{0,s} \) containing \( O_s \) and \( Q_s \) converges to \( E_0 \) as \( s \to \xi \).

Let \( \hat{C}_{j,s} \) be the chain fixed by \( I_{j,s} \). Let \( P_{i,j,s} = C_{i,s} \cap C_{j,s} \). Let \( P_{0,s} \) be the arc
of \( E_{0,s} \), bounded by \( O_s \) and \( Q_s \), which varies continuously with \( s \) and shrinks
to \( P_0 \) as \( s \to \xi \). Define

\[
\Sigma_{0,s} = \Sigma(E_{0,s}, P_{0,s}; \hat{C}_{0,s}).
\]

Here \( \Sigma_{0,s} \) is a loxodromic hybrid sphere. We define \( \Sigma_{j,s} \), for \( j = 1, 2 \) by
cyclically permuting the indices.

In §9 we will prove a local version of the Disjointness Lemma.

**Lemma 8.1**  There is some \( \epsilon > 0 \) having the following property. Let \( U_\epsilon \)
denote the \( \epsilon \) neighborhood of \( P_{12} \), as measured in the round metric in \( S^3 \). For \( s \in (\xi - \epsilon, \xi) \), we have \( \Sigma_{1,s} \cap \Sigma_{2,s} \cap U_\epsilon = \Omega(E_{0,s}, P_{0,s}; P_{12,s}) \cap U_\epsilon \).

**Corollary 8.2**  There is some \( \delta > 0 \) having the following property. For \( s \in (\xi - \delta, \xi) \), we have \( \Sigma_{1,s} \cap \Sigma_{2,s} = \Omega(E_{0,s}, P_{0,s}; P_{12,s}) \).
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Proof: Since $\Sigma_{j,s} \to \Sigma_j$ as $s \to \overline{s}$, it suffices to prove that there is some $\delta > 0$ with the following property. If $V_\delta$ is the $\delta$ neighborhood of $\Sigma_1 \cap \Sigma_2$, as measured in the round metric, then for $s \in (\overline{s} - \delta, \overline{s})$,

$$\Sigma_{1,s} \cap \Sigma_{2,s} \cap V_\delta = \Omega(E_{0,s}, P_{0,s}; P_{12,s}) \cap V_\delta.$$

This is what we will prove.

From the original Disjointness Lemma, we have

$$\Sigma_1 \cap \Sigma_2 = \Omega(E_0, P_0; P_{12}).$$

Let $U = U_\epsilon$ be the set from Lemma 8.1. Let $\Omega_{j,s}$ be the hemisphere of $\Sigma_{j,s}$ which has $(E_{0,s}, P_{0,s})$ as a spine. Let $\Omega'_{j,s}$ be the other hemisphere. If the the conclusion of this lemma is false then we may find

$$p_n \in \Sigma_{1,n} \cap \Sigma_{2,n} - U$$

such that $p_n \to \Sigma_1 \cap \Sigma_2$. Here $s_n \to \overline{s}$, and we have set $\Sigma_{j,s_n} = \Sigma_{j,n}$, for notational convenience.

On a subsequence we may assume that $p_n \to p \in \Sigma_1 \cap \Sigma_2$. Since $p \not\in U$, we see that $p$ is an interior point of $\Omega_j$ for $j = 1, 2$. in particular, $p \not\in \Omega'_1 \cup \Omega'_2$. We conclude that $p_n \in \Omega_{1,n} \cap \Omega_{2,n}$ for sufficiently large $n$.

Let $\alpha_{j,n}$ be the foliating arc of $\Omega_{j,n}$ which contains $p_n$. Note first that, for $j = 1, 2$,

$$\alpha_{j,n} \to \Sigma_1 \cap \Sigma_2.$$

Also, since $\alpha_{1,n}$ and $\alpha_{2,n}$ are defined relative to a common spine, these arcs lie on a common $R$-circle, and have a common endpoint. Hence we have either $\alpha_{1,n} \subset \alpha_{2,n}$, or the reverse. Without loss of generality, suppose that $\alpha_{1,n} \subset \alpha_{2,n}$. In this case, let $q_n$ be the endpoint of $\alpha_{1,n}$ contained on the equator of $\Omega_{1,n}$. By construction $q_n \in \Omega_{1,n} \cap \Omega_{2,n}$ and $q_n \to P_{12}$. Eventually $q_n \in U$, contradicting Lemma 8.1. ♠

8.2 The Pattern of Tangency

We will henceforth assume $s \in (\overline{s} - \delta, \overline{s})$. By Lemma 8.2, we have $\Sigma_{1,s} \cap \Sigma_{2,s} = \Omega(E_{0,s}, P_{0,s}; P_{12,s})$. One endpoint of this arc is contained in $P_{0,s}$. Call this endpoint $a_s$. The intersection $I_{2,s}(\Sigma_{0,s}) \cap \Sigma_{1,s}$ is also an arc, one of whose endpoints, $b_s$, is contained in $P_{0,s}$. A key difference between the parabolic and loxodromic cases is that $a_{\overline{s}} = b_{\overline{s}}$, whereas:
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Lemma 8.3 $a_s \neq b_s$ for $s < \bar{s}$ sufficiently close to $\bar{s}$.

Proof: If $a_s = b_s$, then this common point is fixed by $g_s$. Hence, this point must be either $O_s$ or $Q_s$. By construction $O_s$ and $Q_s$, the endpoints of $P_{0,s}$, are not contained in the hemisphere $\Omega_s = \Omega(E_{0,s}, \hat{P}_{0,s}; \hat{C}_{1,s})$. Since the point $P_0$ is disjoint from the hemisphere $I_1(\Omega(E_0, P_0; \hat{C}_1))$, the entire arc $P_{0,s}$, including the endpoints, is disjoint from the hemisphere $I_{1,s}(\Omega_s)$ for $s$ sufficiently close to $\bar{s}$.

We will represent $\Sigma_{1,s}$ by the double of a hexagon, as shown in Figure 8.2.1. Figure 8.2.1 also shows $\Sigma_{2,s}$, as well as $I_1(\Sigma_{0,s})$. The long diagonals represent the equators of the spheres, as in Figure 6.2.1. One of the short thick diagonals on $\Sigma_1$ represents the arc on $P_{0,s}$ which joins $a_s$ to $b_s$. The other short thick diagonal on $\Sigma_{1,s}$ represents the symmetrically located arc, on the other hemisphere.

![Figure 8.2.1](image1)

Figure 8.2.1.

Figure 8.2.2 shows $\Sigma_{j,s}$, for $j = 0, 1, 2$.

![Figure 8.2.2](image2)

Figure 8.2.2.

Compare Figure 8.2.2 with Figure 6.2.2, which shows the parabolic case. As $s \to \bar{s}$, the short diagonal segments converge to the pole points.
8.3 Perturbing the Spheres

Lemma 8.4 Suppose that $s$ is as in Corollary 8.2. For $j = 0, 1, 2$ there are piecewise smooth embedded spheres $\Sigma'_{j,s}$ such that

1. $I_{j,s}(\Sigma'_{i,s}) = \Sigma'_{j,s}$ and $I_{j,s}$ interchanges the two components of $S^3 - \Sigma'_{j,s}$.

2. $\hat{C}_{j,s} \subset \Sigma'_{j,s}$.

3. $\Sigma'_{i,s} \cap \Sigma'_{j,s} = \{P_{ij,s}\}$.

4. The sequence $\{(I_{j,s}I_{i,s})^{n}(\Sigma'_{j,s})\}$ shrinks to the point $P_{ij,s}$ for $i \neq j$.

Proof: We suppress the parameter $s$. With one change, the argument in the proof of Lemma 5.2 shows that $\{I_i I_j(\Sigma_j)\}$ shrinks to a point. The one change is that one of the endpoints of $L_n$ is no longer independent of $n$, but rather varies in a compact subset of $C$ which is independent of $n$. This change has no effect on the argument.

Let $L_{ij} = \Sigma_i \cap \Sigma_j$. Since $L_{ij} \subset \Sigma_j$, the sequence $\{I_i I_j(L_{ij})\}$ shrinks to a point. Also $I_i(L_{ij}) \cap L_{ij} = P_{ij}$. Likewise for $I_j$. From this, it is easy to construct a topological ball $B_{ij} \subset S^3$ such that

1. $\{I_i I_j(B_{ij})\}$ shrinks to $P_{ij}$.

2. $L_{ij} \cap B_{ij} = P_{ij}$.

3. $\partial B_{ij} - P_{ij}$ is smooth.

4. $I_i(B_{ij}) \cap B_{ij} = I_j(B_{ij}) \cap B_{ij} = P_{ij}$.

5. $\partial B_{ij} - P_{ij}$ is transverse to both $\Sigma_i$ and $\Sigma_j$.

6. $\partial B_{ij} \cap \Sigma_i$ and $\partial B_{ij} \cap \Sigma_j$ are embedded disks, contained respectively in hemispheres $\Omega_i$ and $\Omega_j$ of $\Sigma_i$ and $\Sigma_j$.

7. $\gamma_{ij} = \partial B_{ij} \cap \Sigma_i$ is a simple closed curve which bounds disks on both $\Sigma_i$ and $B_{ij}$. Likewise for $\gamma_{ji} = \Sigma_j \cap B_{ij}$.

The ball $B_{ij}$ is not smooth at $P_{ij}$. The cone point at $P_{ij}$ has an extremely small angle, as shown schematically in Figure 8.3.1. We think of $B_{ij}$ as being contained in a tiny neighborhood of $L_{ij}$. This is shown schematically in Figure 8.3.1.
Let $\Delta_{ij}$ be the small disk on $\Sigma_i$ bounded by $\gamma_{ij}$. Likewise define $\Delta_{ji}$. By construction, $\gamma_{ij} \cap \gamma_{ji} = P_{ij}$. In particular, there are disks $\Delta'_{ij}$ and $\Delta'_{ji}$ on $B_{ij}$ such that $\gamma_{ij} = \partial \Delta'_{ij}$ and $\gamma_{ji} = \partial \Delta'_{ji}$ and $\Delta'_{ji} \cap \Delta'_{ij} = P_{ij}$.

We now explain how to modify $\Sigma_0$. The other cases are done by permuting the indices. Since $s < \pi$, the segments $L_{01}$ and $I_0(L_{02})$ are disjoint. The same is true when 1 and 2 are switched. By choosing $B_{0j}$ small enough, we can assume that $\Delta'_{01} \cap I_0(\Delta'_{02}) = \emptyset$. Likewise, $\Delta'_{02} \cap I_0(\Delta'_{01}) = \emptyset$. (A similar statement is automatically true for the $\Delta$ disks.) We create $\Sigma'_0$ by by replacing the 4 above mentioned $\Delta$ disks by the corresponding $\Delta'$ disks. The modified spheres have all the desired properties. ♠

Figure 8.3.2. shows a schematic picture of our perturbation. In this picture, the 4 spheres adjacent to $\Sigma_0$ have also been perturbed. The arrows indicate gluings which are not shown directly.
8.4 Proof of Theorem 1.1

We have shown that it is possible, for \( s < \mathfrak{s} \) sufficiently close to \( \mathfrak{s} \), to replace \( \Sigma_{j,s} \) by a perturbed sphere \( \Sigma'_{j,s} \). The three spheres \( \Sigma'_{0,s}, \Sigma'_{1,s} \) and \( \Sigma'_{2,s} \) retain all the properties of the original spheres, except that the stronger statement \( \Sigma'_{i,s} \cap \Sigma'_{j,s} = P_{ij,s} \) is true for all for all \( i \neq j \).

Recall that \( \rho_0(\Gamma) \) preserves the real slice \( X = \mathbb{R}^2 \cap \mathbb{C} \mathbb{H}^2 \). Within \( X \), a fundamental domain for this action is the ideal triangle bounded by the three geodesics \( \gamma_0, \gamma_1, \gamma_2 \) fixed by the generating reflections. The orthogonal projection \( \Pi_X : \mathbb{C} \mathbb{H}^2 \to X \) extends to \( S^3 \). The three topological spheres

\[
S_{j0} = S^3 \cap \Pi_X^{-1}(\gamma_j)
\]

intersect pairwise in a single point. The generators of \( \rho_0(\Gamma) \) act on these spheres in the same way that the generators of \( \rho_s(\Gamma) \) act on the spheres \( \Sigma'_{j,s} \), constructed above. The topological conjugacy is obvious from here. The fact that all nested sequences of spheres shrink to points means that the conjugacy extends across the limit sets, without any problems.

It remains to analyze \( \Lambda_s \) and \( \Delta_s/\rho_s(\Gamma) \). Given our topological conjugacy, it suffices to consider the case \( s = 0 \). The limit set \( \Lambda_0 \) is obviously a circle. Let \( H_0 \) be the index 2 subgroup of \( \rho_0(\Gamma) \), consisting of even words. For each point \( x \in X \), the fiber \( \Pi_X^{-1}(x) \cap S^1 \) is a circle. From this it is easy to see that \( \Delta_0/H_0 \) is a circle bundle over the thrice punctured sphere. All such bundles are trivial. Thus \( \Delta_0/\rho_0(\Gamma) \) is double covered by \( S^1 \times S^2_3 \).
9 Proof of Lemma 8.1

The main idea in our proof of Lemma 8.1 is to replace the Heisenberg stereographic projection $B$ by a map $B_s$ which is adapted to the loxodromic element $g_s$. Once we have derived some basic properties of this map we will imitate Lemma 4.3 and Lemma 4.4.

9.1 Loxodromic Stereographic Projection

A basis of eigenvectors of $g_s$ is given by

$$\hat{O}_s = \Theta^{-1}(O_s); \quad \hat{Q}_s = \Theta^{-1}(Q_s); \quad \hat{E}_s = \lambda_s E_s^*; \quad \lambda_s \in \mathbb{R}. \quad (36)$$

All vectors are supposed to be affinely normalized. Here $\Theta$ is as in Equation 3.

Let $X \in S^3 - E$, with lift $\hat{X}$. Define

$$B_s(X) = (\Pi_s(X), \Lambda_s(X)) \quad (37)$$

$$\Pi_s(X) = \frac{\langle \hat{X}, \hat{E}_s \rangle}{\sqrt{\langle \hat{X}, \hat{O}_s \rangle \langle \hat{X}, \hat{Q}_s \rangle}}; \quad \Lambda_s(X) = \frac{1}{|x\langle \hat{O}_s, \hat{Q}_s \rangle|} \log \left| \frac{\langle \hat{X}, \hat{O}_s \rangle}{\langle \hat{X}, \hat{Q}_s \rangle} \right| \quad (38)$$

These quantities are independent of the lift of $X$. One can consistently take a branch of the square root so that $\Pi_s$ is globally defined.

**Lemma 9.1** As $s \to \infty$, the map $B_s$ converges, in the $C^\infty$-topology, to a map which agrees with $B$ up to composition with some map $(z,t) \to (\lambda z, At)$ for $\lambda \in C^*$ and $A \in R^*$.

**Proof:** Recall that $g_\infty$ stabilizes the pair $(E_0, P_0)$. Let $\hat{P}_0$ be the affinely normalized lift of $P_0$. Let $\hat{E}_0$ be the affinely normalized lift of the vector polar to $E_0$. Note that $\hat{E}_0$ and $\hat{P}_0$ are multiples of the similarly named vectors from Equation 19. The points $\hat{O}_s$ and $\hat{Q}_s$ converge to $\hat{P}_0$ and $\hat{E}_s$ converges smoothly to $\hat{E}_0$. Note that $Q_s$ does not converge to multiple of $Q_0$, the vector used in Equation 19. Define

$$\hat{J}_s = \hat{O}_s - \hat{Q}_s; \quad \hat{U}_s = \hat{J}_s / ||\hat{J}_s||; \quad \hat{U} = \lim_{s \to \infty} \hat{U}_s. \quad (39)$$

By construction $\hat{U}$ is tangent to the chain $E_0$ at $P_0$, and contained in the complex line which contains $E_0$. Since $E_0$ is transverse to the contact structure, we have $\langle \hat{P}_0, \hat{U} \rangle \neq 0$. The points $P_0$ and $Q_0$ are diametrically opposed.
on $E_0$, because $R_0$ is an isometry which interchanges the two components of $E_0 - P_0 - Q_0$. Since $\hat{P}_0 - \hat{Q}_0 = P_0 - Q_0$, there is some $K_1 \in \mathbb{R}$ such that

$$iK_1\hat{U} = \hat{Q}_0 - \hat{P}_0. \quad (40)$$

Let $W$ be an open subset, whose closure is contained in $S^3 - E_0$. Let $X \in W$ be a point, with lift $\tilde{X}$. The convergence above gives

$$\lim_{s \to \hat{z}} \Pi_s(X) = \langle \tilde{X}, \hat{E}_0 \rangle / \langle \tilde{X}, \hat{P}_0 \rangle. \quad (41)$$

When $\Pi_s$ is considered as a function of $W$, the convergence takes place in the smooth topology, because all vectors vary smoothly.

Below we will show that there is a constant $K_2 \in \mathbb{R}$ such that

$$\lim_{s \to \hat{z}} \Lambda_s(X) = K_2 \frac{\langle \tilde{X}, \hat{V} \rangle}{\langle X, \hat{P}_0 \rangle}; \quad \hat{V} = -iK_1\hat{U}. \quad (42)$$

Once again, the nature of our formulas is such that the convergence of the corresponding functions takes place in the smooth topology.

Combining, Equation 40, 41 and 42 we get

$$B_{\infty} = \pi \circ \Theta \circ M_{\infty} \quad M_{\infty}(X) := (\langle \tilde{X}, \hat{E}_0 \rangle, \langle \tilde{X}, K_2\hat{Q}_0 \rangle, \langle \tilde{X}, \hat{P}_0 \rangle). \quad (43)$$

Here $\Theta$ and $\pi$ are as in Equation 3 and 5. The vectors used in this last equation are all multiples of the ones used in Equation 19.

To finish the proof, we derive Equation 42. Since $\langle \hat{Q}_s, \hat{Q}_s \rangle = 0$, we get

$$\Lambda_s(X) = \frac{\log |1 + \|\hat{J}_s\| z_1(s)|}{\|\hat{J}_s\| |z_2(s)|}; \quad z_1(s) = \frac{\langle \tilde{X}, \hat{U}_s \rangle}{\langle X, \hat{Q}_s \rangle}; \quad z_2(s) = \langle \hat{Q}_s, \hat{U}_s \rangle. \quad (44)$$

Writing $z_1 = x_1 + iy_1$ we have

$$\log |1 + \|\hat{J}_s\| z_1(s)| = \frac{1}{2} \log(1 + 2\|\hat{J}_s\| x_1(s) + \|\hat{J}_s\|^2 |z_1(s)|^2). \quad (45)$$

If we define

$$\theta(s) = \frac{x_1(s)}{|z_2(s)|} + \frac{\|\hat{J}_s\|^2 |z_1(s)|^2}{2|z_2(s)|}; \quad \eta(s) = 2\|\hat{J}_s\| x_1(s) + \|\hat{J}(s)\|^2 |z_1(s)|^2 \quad (46)$$

then, as long as $|\eta(s)| < 1$, we can expand out Equation 45 in a Taylor series:

$$\Lambda_s(X) = \theta(s)(1 - \eta(s)/2 + \eta^2(s)/3 - \eta^3(s)/4...). \quad (47)$$

53
Since $\lim \dot{J}_s \to 0$ and $\lim_{s \to \pi} z_2(s) = \langle \hat{P}_0, \hat{U} \rangle = \zeta \neq 0$ we get

$$
\lim_{s \to \pi} \Lambda_s = \lim_{s \to \pi} \theta(s) = K_3 \lim_{s \to \pi} x_1(s) = K_3 \Re \frac{\langle X, \hat{U} \rangle}{\langle X, \hat{P}_0 \rangle} = K_2 \Im \frac{\langle X, \hat{V} \rangle}{\langle X, \hat{P}_0 \rangle}.
$$

(48)

Here $K_3 = 1/|\zeta|$. ♠

**Lemma 9.2** If $\gamma$ is an $\mathcal{R}$-arc which intersects $E_{0,s}$ in points which are harmonic conjugates with respect to $P_{0,s}$, then $B_s(\gamma) = (S - \{0\}) \times \{r\}$. Here $S$ is a line segment through 0.

**Proof:** Writing everything out in the basis $(\vec{O}_s, \vec{Q}_s, \vec{E}_s)$, we see that $B_s$ conjugates the stabilizer subgroup of $P_{0,s}$ to the isometries of $C \times \mathcal{R}$ which preserve $\{0\} \times \mathcal{R}$. There is one element in the stabilizer of $P_{0,s}$ which interchanges its endpoint, and has $\gamma$ as its fixed point set. $B_s$ conjugates this element to an isometry of $C \times \mathcal{R}$, and this isometry must be an order 2 rotation about a line of the form $S \times \{r\}$. Hence, this line contains $B_s(\gamma)$. ♠

**Lemma 9.3** There is a set $K_s \subset S^3$ such that

1. $B_s$ is a diffeomorphism from $S^3 - K_s$ onto its image.

2. The differential $d(\pi_C \circ B_s)$ is nonsingular and complex linear on each complex line tangent to a point of $S^3 - K_s$.

$K_s$ shrinks to $P_0$ as $s \to \pi$.

**Proof:** The map $\Pi = \pi \circ \Theta$ extends to a holomorphic mapping of an open subset of $C^2$. Hence, $d\Pi$ is automatically complex analytic on complex tangencies. $d\Pi$ is nonsingular on the complement of a vanishingly small set, by Lemma 3.9. ♠
9.2 End of the Proof

Let $\Sigma_{1,s}$ and $\Sigma_{2,s}$ be the hemispheres of $\Sigma_{1,s}$ and $\Sigma_{2,s}$ which share the common spine $(E_{0,s}, P_{0,s})$. Let $\Sigma_{j,s}^{*}$ be the other hemisphere of $\Sigma_{j,s}$. Let $\Sigma_{j}^{*}$ and $\Sigma_{j}^{**}$ be the corresponding hemispheres of the parabolic hybrid sphere $\Sigma_{j}$. Let $\epsilon$ be so small that $|s - \overline{s}| < \epsilon$ implies

1. There are no complex lines tangent to $\Sigma_{j,s}$ at points in $U_{\epsilon}$. This is possible by Lemma 3.10.

2. Referring to Lemma 9.3, we have $U_{\epsilon} \subset K_{s}$.

Define

$$R_{j,s,\epsilon} = \Sigma_{j,s}^{**} \cap U_{\epsilon}. \quad (49)$$

Since $\Sigma_{j,s}$ is a smooth surface, with uniform bounds from above on its normal curvatures, we can take $\epsilon$ so small $R_{j,s,\epsilon}$ is an embedded disk.

Lemma 9.4 For $\epsilon$ sufficiently small,

$$\xi \circ B_{s}(\partial \Gamma_{1,s}) \cap \xi \circ B_{s}(\partial \Gamma_{2,s}) = \xi \circ B_{s}(P_{12,s}).$$

Proof: We have

$$\partial \Gamma_{j,s,\epsilon} = (\partial U_{\epsilon} \cap \Sigma_{j,s}^{**}) \cup (U_{\epsilon} \cap \hat{\Sigma}_{j,s}).$$

The arc $\xi \circ B_{s}(U_{\epsilon} \cap \hat{\Sigma}_{j,s})$ is the graph of a function $f_{j,s}$, defined in a neighborhood of $0 \in \mathbb{R}/2\pi \mathbb{Z}$. Since $R_{0}$ interchanges $\Sigma_{1,s}$ and $\Sigma_{2,s}$, as in the parabolic case, we have $f_{1,s}'(0) = f_{2,s}'(0)$. By Lemma 3.9, the function $f_{j,s}$ converges smoothly to the function $s_{j}$, used in the proof of Lemma 4.3. Hence, $f_{1,s}'(t) > 0$ and $f_{2,s}'(t) < 0$ for $t$ sufficiently close to 0. Therefore

$$\xi \circ B_{s}(\hat{\Sigma}_{1,s} \cap U_{\epsilon}) \cap \xi \circ B_{s}(\hat{\Sigma}_{2,s} \cap U_{\epsilon}) = \xi \circ B_{s}(P_{12,s}).$$

From Lemma 4.3 and 4.4 we have

$$\xi \circ B(\hat{\Sigma}_{1,s} \cap U_{\epsilon}) \cap \xi \circ B(\Sigma_{2}^{**} \cap \partial U_{\epsilon}) = \emptyset.$$

$$\xi \circ B(\hat{\Sigma}_{2,s} \cap U_{\epsilon}) \cap \xi \circ B(\Sigma_{1}^{**} \cap \partial U_{\epsilon}) = \emptyset.$$

$$\xi \circ B(\Sigma_{2}^{**} \cap \partial U_{\epsilon}) \cap \xi \circ B(\Sigma_{1}^{**} \cap \partial U_{\epsilon}) = \emptyset.$$

By continuity, the analogous formula is true for $s$ sufficiently close $\overline{s}$. ◆

Let $X^{\circ}$ be the interior of the set $X$. Lemma 8.1 is an immediate consequence of the preceding result, and the following result:
**Lemma 9.5** For $\epsilon$ sufficiently small, and $|s - \overline{s}| < \epsilon$, the set $\xi \circ B_s(R^\circ_{\epsilon,j,s})$ is contained in the interior of the compact region bounded by $\xi \circ B_s(\partial R^\circ_{\epsilon,j,s})$.

**Proof:** We imitate the proof of the Dollar Sign Lemma. We define the *inward radials* of $R^\circ$ to be arcs of the form $\pi_C \circ B_s(\alpha)$, where $\alpha$ is an $R$-arc foliating $R^\circ$. We have arranged that there are no contact planes tangent to $R^\circ$. We have also established Lemma 9.2 and Lemma 9.3.

It suffices to prove that the fibers of $\xi \circ B_s$ are transverse to $R^\circ_{\epsilon,j,s}$. If this is false then there is a segment through the origin which is tangent to an inward radial of $R^\circ$ at an interior point.

![locally convex](image)

**Figure 9.2**

The inward radials of $R^\circ$ are open arcs. One endpoint of each inward radial is contained on the $C$-arc $\pi_C \circ B_s(\hat{C}_{j,s})$. The same argument as in Lemma 4.4 shows that the tangent lines to inward radials at these endpoints contain the origin, as shown in Figure 9.2.

In the parabolic case, the inward radial of $\pi_C \circ B(\Sigma_j)$, whose endpoint is $\pi_C \circ B(P_{12})$, is locally convex at $P_{12}$. By Lemma 3.9 and continuity, the same statement is true at all points of all inward radials of $R^\circ$, as long as $\epsilon$ is chosen small enough. By convexity, the tangent lines to a fixed inward radial of $R^\circ$, at distinct points, cannot both contain the origin. Since the tangent line at one endpoint contains the origin, the tangent line at any other point does not contain the origin. ♠
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