Tutorial: Notes on Nonlinear Stability

Walter Strauss

Stability Workshop, Seattle, June 2012; IMPA, Rio de Janeiro, March 2014

Contents

1 Introduction 1
1.1 Finite dimensions . . . . . . . . .. L L 2

2 First example of stability: Peakons 3

3 Euler equation 2D 5
3.1 Classical theory . . . . . . . . . . . e 5
3.2 Linearization can be a tricky business . . . . . .. .. ... 0oL 7

4 Linear to nonlinear instability 10
4.1 Instability theorem . . . . . . . . . . . . .. 11
4.2 Application to a regularized Boussinesq Equation . . . . . . . .. .. ... 15
4.3 Application to the Kuramoto-Sivashinsky equation . . . . . ... .. ... ... ... 17

5 General theory of solitary waves 18
5.1 General framework for solitary wave solutions of a Hamiltonian system . . . . . . . . 18
5.2 Flavor of the proof . . . . . . . . . . . e 20
5.3 Back totheexamples. . . . . . . . . . 22

1 Introduction

Consider a nonlinear evolution equation

du
o = A
and an equilibrium solution ¢; that is, 0 = A(¢). A concept of central importance in many branches
of science is the concept of stability.

Definition. The equilibrium ¢ is stable (that is, nonlinearly stable) if: Ve > 0,36 > 0 such
that if [jup — ¢[[1 < 6§, then there exists a unique solution u(t) with u(0) = ug defined for 0 < ¢ < 0o

such that

sup ||u(t) — ¢ll2 < e.
0<t<o0



It is unstable if it is not stable.

The definition may be very sensitive to the norms ||...||; and ||...]|]2 as well as to the space in
which u(-) exists! If X is a Banach space, we define stability in X to mean that X is chosen in all
three places. The definition must be modified for non-equilibrium solutions such as traveling waves
(orbital stability). The definition must be modified in case some solutions do not exist for all time.

In case an orbit is unstable, a deep question is the following. What happens to it as t — +oc?
Does it blow up? Does it converge to another equilibrium?

Linearization.
Definition. Consider the linear equation

% = Lv where L = A'(¢).

The equilibrium ¢ is linearly stable if: Ve > 0,30 > 0 such that

if ||v(0)|l1 <9, then sup [v(t)|2 <e.
0<t<o0

Again the definition depends on the norms! Why is linearization relevant to nonlinear stability?
We introduce the notation w = u — ¢ for the difference between a solution and the equilibrium. In
terms of w, equation (1) can be written as

% = Lw + F(w)

where L = A'(¢) and F(w) = O(Jw|?) formally. The idea is that so long as w(t) remains very
small, the nonlinear part F'(w) is negligible. The mathematical problem is to investigate whether
or not w(t) remains small. Our basic theme is the question: Can we prove nonlinear (in)stability
directly? Or does linear (in)stability imply nonlinear (in)stability? In what norms?

Example. Consider the PDE u; = 2u, + u? for € R and its equilibrium solution ¢ = 0.
Consider solutions that vanish in some manner as |x| — co. Its linearized equation v; = zv, satisfies
[v%dz = ce™*. This comes from multiplying by v and integrating. Hence it is linearly stable in the
L? norm. Nevertheless the solutions of the nonlinear PDE blow up (in particular, at = 0). This
example shows how carefully the norms have to be chosen!

1.1 Finite dimensions

All norms are equivalent.

Theorem 1.1. Let A(¢) = 0. Assume that A is of class C1. If all the eigenvalues of L are in the
open left half-plane Re\ < 0, then ¢ is nonlinearly stable.

Proof. Say X = R™. Let A1, Ag,... be the eigenvalues of L. There might be multiplicities. Let
maxj \j < —a < 0. Then there is a constant C' such that the exponential matrix satisfies

lelt] < Ce™@t vt >o0.



Then we have d(u — ¢)/dt = L(u — ¢) + F(u) — F(¢), so that

u(t) — ¢ = eMu(0) — 6] + / HI[F(u(s)) — F(6))ds

0
and .
) = 9] < Ceu(0) = 9| +-C [ eI |Pla(s)) = F(o)lds.
Let |u(0) — ¢| < 6 and
T =sup{r : uwe C(0,r]; X), |u(t)— | < 208e, Vit € [0,7]}.
If § is sufficiently small, then
IF(u(s)) — F(6)| < Cilu(s) — 6 < C1{2C6c=}2 Vs € [0,T).

Thus for 0 <t < T we have

t
lu(t) — ¢| < Ce™ 6§ +4C,C35%e / e"%ds < {06 +4C1C3a 162 e,
0

Choosing ¢ sufficiently small, the last expression is less than 2Cde~%!. Given any € > 0, we also
choose § < €(2C)~! so that the last expression is less than e. Thus T' = co and |u(t) — ¢| — 0 as

t — oo. O]

Theorem 1.2. If there is an eigenvalue of L in the open right half plane, Re\ > 0, then ¢ is
nonlinearly unstable.

Proof. Let Lv = Av, RA > 0. Let A have the maximal real part. In general, A and v are complex:
v € C™. We consider complex-valued solutions. For simplicity take ¢ = 0. Let u(0) = dv for some
small § > 0. Write du/dt = Lu + (A(u) — Lu) or

t t
lu(t) — e"ov| S/ "= | Au(s)) — Lu(s)lds < Ce/ AR (s)||? ds.
0 0
so long as u(t) remains close enough to 0. Then show that e*v = eMv dominates the nonlinear
term. O

Exercise: Complete the instability proof. Also prove it for ¢ # 0 and for real-valued solutions.

Example: the harmonic oscillator. Take X = R? and the equation

du_ 0 1
it \ -1 0)"

Its eigenvalues are +i. This does not provide enough information: nonlinear perturbations can be
either stable or unstable!

In this tutorial we will mostly consider dispersive waves, which roughly means that most of the
spectrum of L is imaginary.



2 First example of stability: Peakons

We shall see that a fundamental tool for many stability problems is a Liapunov functional, that is,
a functional which is monotonically non-increasing (in ¢) along all solutions. A special case is an
invariant functional (conservation law). (Liapunov functionals typically occur in parabolic PDEs,
which have spectra in the left half plane. Invariant functionals typically occur in hyperbolic or
dispersive PDEs and are associated with spectra at the origin.)
Here is a weird-looking equation but it has a very simple direct proof of stability using two
invariant functionals.
Up — Upgg + BUUE = 2UpUgy + Ullgry (2.1)
“Camassa-Holm equation”. Look for a traveling wave solution u(x,t) = ¢(z — ct), ¢ = constant,
decaying at co. Get an ODE. Integrate twice to get ¢2 = ¢2. Thus we get the traveling wave

solutions (“peakons”)
u = ce 1l c>0.

One should legitimately object to taking 2nd and 3rd derivatives, so let’s rewrite the PDE as
1
up + 58(1 —0%)73u® — 2(uuy), +ui} =0

where 9 = 9/0z and where (1 —0%)~! is an explicit integral operator. There are many interesting
properties of this equation, such as its complete integrability. Another property is that for many
of its solutions, u, blows up in a finite time 7" = T'(u). However, we will concentrate only on the
question of stability.

Theorem 2.1. The solitary waves are nonlinearly stable in H*(R) in the following sense:
Ve > 0,36 > 0 such that if u € C([0,T); H'(R)) is a solution of the PDE with, ||u(0) — ¢|| g1 () < 6,
then
sup inf ||u(t) — ¢(- — < €.
S inf Juft) = 6~ )lince

Lemma 2.2. There are two invariants (independent of time for any solution)

E(u) = /R(u2 +u2)dz, F(u)= /R(u3 + wu?)dz.

We leave the proof as an exercise. The calculation is easier if you first verify that the PDE
can be written as u; + JF'(u) = 0 where J = $9(1 — 6?)~1.
In the sequel we may as well take ¢ = 1. Let ¢(z) = e~ I* so that 2 = ¢? and ¢ — Ppp = 20.

Lemma 2.3. For allu € HY(R) and £ € R,

E(u—¢(- = ¢)) = E(u) — E(¢) +4(u(§) — 1),



Proof.
E(u— ¢) = E(u) + B(¢) 2 / (uahs + ud)da

= E(u) + E(¢) — 2/U(—¢>m + ¢)dx

= E(u) — E(¢) — 4(u(0) — 1)
since —¢y, + ¢ = 26 and E(¢) = 2 and where we have taken £ = 0. O

Lemma 2.4. Fiz u € H'(R) and let M (u) = max, u(z). Then
2 3
F < ME— M.

Proof. Note that FF < MFE is trivial. Let g = u + sign(x — &) uy. Then if u(x) is maximized at
¢, we caleulate [ g%dr = E(u) — 2M*(u) and [ug*dz = F(u) — §M3(u). Therefore F' — $M? <
M [ g*dx = ME —2M3. O

It is interesting that the inequality 0 < E — 2M?3 is identical to the Sobolev inequality in 1D.
So among all functions of fixed energy F, the peakon is the tallest!

Lemma 2.5. Fiz u € H'(R). If E(u) is near E(¢) = 2, then F(u) is near F(¢) = 4/3.

We leave the proof as an exercise.
Lemma 2.6. Fizu € H'(R). If E(u) is 36-near 2 and F(u) is 55-near 4/3, then | M (u)—1| < 2v/5.
Proof. We have M (u)® — 3M(u)E(u) + 3F(u) < 0. Equality occurs when u = ¢, in which case
M =1,F =2,F =4/3. Look at the graph of the cubic

Qly) =y* — gEy + ;F =(y—-1)>%y+2)

for E = 2,F = 4/3. It has a local minimum at y = 1. If we drop the graph slightly, the value of
M (u) must lie between the two roots near the minimum. O

Proof of theorem. Let € > 0 and let ||u(0) — ¢||;1 < (¢/3)* = §. By Lemma 2.5 applied to u(0),
E(u) is near 2 and F(u) is near 4/3. By Lemma 2.6 applied to u(t), |[M(u(t)) — 1| < 2V/6. By
Lemma 2.3,

u(t) — o(- — @) )31 = E(u(t)) — E(¢) — 4M (u(t)) +4 < 35 + 4(2V5) < 2. O



3 Euler equation 2D

3.1 Classical theory

We consider the Euler equation, derived by Euler about 1750 for an inviscid incompressible fluid
in two dimensions. Let u be the velocity at a point and p be the pressure. The equations are

%+(u~V)u—|—Vp:0, V-u=0.
They hold in the region Q@ C R? where the fluid is located. The first equation expresses the
conservation of momentum and the second the incompressibility. We assume the domain represents
a closed impermeable vessel; thus the boundary condition is v - n = 0 where n is the unit outer
normal.
Since we have assumed it is two-dimensional, the vorticity is

w =V xXu=0zuz — Oyus.

It satisfies P
87(: +u-Vw=0.

The stream function ¢ is defined (up to a constant) by u = [9y1h, —0,1]T provided the domain is

simply-connected. Thus
—AY=win Q, 1 =0 on .

So for a steady-state we have both ug - Vipg = 0 and ug - Vwg = 0. So g and wg = —Ay have
parallel gradients. So

— Aty = (o)

at least locally.

The basic question we address is: which steady states ug are stable and which are unstable?
That is, if a flow starts out near a steady state ug, does it remain nearby for all time? This is called
“nonlinear stability”. Instability may be a precursor to the outset of turbulence.

A very simple steady state in a strip {(z,y) : @ < y < b} is the (parallel) shear flow uy =
[U(y),0]" for any function U(y).

Theorem 3.1 (Rayleigh’s Criterion (1880)). If U(y) has no inflection point, then the shear flow
1s linearly stable.

Proof. Linearize the equation for the stream function v, and look for exponential solutions

()

with @ € R,c € C and f(y) € C. We want to prove there is no solution ¢ #Z 0 with Sc¢ > 0. It
reduces to the ODE (Rayleigh’s equation)

Uy) —e)(f" =’ f)=U"f



with f(a) = f(b) = 0. Exercise: Derive this equation, making use of the two-dimensionality.
It is almost of Sturm-Liouville type, except that the coefficient can vanish. Multiply the ODE

by (U(y) — ¢)~'f(y) and then integrate over y and take the imaginary part to obtain

am [FU @I WP,
s [ () — 2 ¥ ="

Hence, if U” # 0 and U"” is continuous, then Sc¢ = 0. O

Theorem 3.2 (Arnold’s Criterion (1965)). Let © C R? be a bounded simply-connected open set.
Let a steady state —Apg = wy = vy(¢o) = V Xug be given with ug-v =0 on Q. If v is single-valued
and v' < 0, then ug is nonlinearly stable in the H' () norm.

For instance, in the case of a shear flow, U(y) = ¢{(y) so that no inflection point of U means
that +/(¢o) vanishes nowhere. So Arnold’s Criterion is close to a nonlinear (and more rigorous)
version of Rayleigh’s Criterion.

Proof. Use the temporal invariant

Au) = ;/Q\u|2d:c+/QH(w)d:r

where H can be anything. Here we choose h = —y~! and H' = h. Note that this H is strictly
convex. By invariance,

A(u(0)) = Alu) = 5 [(u(®P = fuoP)do + [ (H(w(t)) - Hli))da.
By convexity 3c > 0 (why is it uniform?) such that
H(w) — H(wo) > H'(wo)(w — wo) + colw — wp)*.
Also we estimate
[ H o) — ) = (7 )0 = ) = (v, A5 = A
= —(V4), Vo) + (Vdbo, Vibo) = —(uo, u) + Jug|.
We deduce that

e > A(u(0) — A(ug) > sgp/Q {31u®) — up)|* + co(w(t) — wp)?} dz.

So u(t) remains near ug in the H' norm. O O

Exercise: What happened to the boundary term?



3.2 Linearization can be a tricky business

The incompressible Euler equation is
Ou+ (u-V)u+ Vp =0, V-u=0

where z € Q C R%, u € R%. Here Q is a smooth, bounded, simply connected domain and the
boundary condition is u - v = 0 on 0f2. Alternatively, © could be the flat torus. Now let ug(z) be
the velocity field of a smooth equilibrium flow (of which there are many possibilities).

Linearization #1. The straightforward linearization is

(0 +ug - Vv + (v-V)ug + Vg =0, V-v=0.

It generates a semigroup in L?(Q) with a generator L;. The operator v — (v-V)ug is not compact.
Its essential spectrum is governed by a system of ODEs, as follows.

& = up(x)

&= —(Vuo)'¢

b= —(Vup)b+2(& - Vuo)b&/I€]*.
The orbits are generalized bicharacteristics. Indeed, Friedlander and Vishik (1992) proved for the
torus that the essential spectral radius of e equals the maximum growth rate of the ODE orbits.

In particular, if the orbits grow exponentially, then e*“! has some essential spectrum in the exterior
of the closed unit disk. The fluid is “stretched” along streamlines.

Linearization #2. Consider the vorticity w = curl u = 0jus — Osuy. It satisfies

(8,: “+u - V)w =0
because n = 2. Linearizing this equation, and using the notation n = dw, v = du, we have
(O +up-V)In+V(V xXuy)-v=0, V-v=0.

Acting on the linearized vorticity 1, the generator therefore is Lo = —ug -V — V(V x ug) - (curl)~1.
Considering L acting on L?(Q) is roughly equivalent to considering L; acting on H'(f2), because
n=2and V-v=0.

However, in contrast to e“!, the essential spectrum of e!’? has no growth because —ug - V is
skew-adjoint and the second term in Lo is a compact operator. Thus the essential spectrum is
stable, in the sense that if A € ess spec(Ls), then A = 0. So instability in the sense of the second
linearization could only occur in the discrete spectrum. The following theorem [Bardos-Guo-S 2002]
(for the case of a bounded domain) relates this kind of linear instability to nonlinear instability.

Theorem 3.3. If Ly has point spectrum R\ > o (with o given below), then ug is nonlinearly
unstable in the space H (). (That is, the space u € H*,w € L?.)



The space is the one for which Arnold’s stability theorem is valid. Here o is the classical growth
rate for the ODE & = wup(x). That is, if X(¢,z) denotes the flow for this ODE, then
_ I 1 1 0X
7=l 5 los |5

In this theorem there is no further restriction on the domain.
Exercise: For a parallel shear flow show that o = 0.

Here is a brief sketch of the proof of the theorem. Write wg = curlug. The full nonlinear
equation (0; + u - V)w = 0 is rewritten as

(O + up - V)(w—wp) + (u—up) - Vwg = —(u — up) - V(w — wop)
or, for brevity,
(0 — La)(w —wp) = @, Ly = —(curl " wy) - V — Vg - curl ™.

We choose the perturbation in the most unstable possible direction w(0,x) = wy + dx(x) where
Lox = Ax and RA > o is maximal. For simplicity of exposition, suppose A is real. Now we rewrite
the above PDE as

t
w(t) —wp = deMy +/ e =92 (5)ds.
0

Taking L? norms, we have the inequality
t
lwo(t) = woll 2 > 6eN — CE/O e I0F u(s) — ug| oo ||V (w(s) — wo) | p2ds.

We would like to show that the whole integral is less than c[§ exp(At)]?. Were that the case, we
could deduce that ||w(t) — wpl|r2 > €9 > 0 provided we stay within a time interval where § exp(At)
is sufficiently small.

Exercise: Justify this statement.

Lemma 3.4 (Classical Flows). Given ug(z) with V-ug = 0 as well as v(t,x) with V-v = 0, denote
ath = UO(Xo), Xo(O) =, 8tX = ’U(t,X), X(O) = .
If |lv(t) — uollcr < deM with A > o + €, then

0X 9Xo (o+e)t
- — <
. ‘ 66006

in a short time-interval (0,T*) with e\ < 0y sufficiently small.

Proof. Denote Ay = 0;(Xo), a 2 x 2 matrix. If we differentiate 9; Xy = uo(Xo) with respect to z,
we find 0,(0Xo/0x) = Ag(0Xo/0x). Consider the difference X — Xy. By a Taylor expansion,

(0 — Ao)(X — Xo) = v(t, X) — uo(Xo) — (Oztu0) (Xo)(X — Xo)

= $Puo(@)(X — Xo)* +o(t, X) — ug(X) < O{|X — Xof?} + e,

9



Hence | X — Xo| < cde in an interval (0, 7*) where deM is sufficiently small. Now (9,v)(t, X) — Ag
is also small because both [[v —wug||c1 and X — Xg are small. Next, let Y = 9, (X — Xo) for j = 1,2.
Then by differentiation,

(0 — Ao)Y = {(8v)(X) — Ao} (0X0/dz; + V).

This is a linear equation in Y with a small coefficient on the right side. Moreover, Ay induces
growth no worse than exp|(o + €/2)t]. Hence

1Y (£)] < cBpelt)t  in (0,77%). O
O

Corollary 3.5. If ||v(t) —uo||cr < dexp (o + €)t, then any solution of the equation (0y+v-V)h =0
satisfies the estimate
1h®llwre < e |R(0) w1

within the same time-interval (0,T*), for any p.

Proof. The solution h is given by characteristics as h(t,z) = h(0, X(¢t,z)). The estimate follows
immediately from the preceding lemma. O

Theorem 3.6 (Bootstrap). Let p > 2. If a solution of the Euler equation satisfies ||w(0)—wo||yir <
¢ and ||w(t) — wol|r2 < c6e in some time interval O (0,T*) with A > o + €, then

lw(t) — wollyie < c8el®FIin (0,T).
Proof. This time we rewrite the full nonlinear equation for the vorticity as
(O +u-V)(w—wy) =—(u—1up) - Vwp.

Note that WP C C for p > 2. We use the corollary to estimate

t
|w(t) — wollwie < cdeF 4 ¢ / e TFNE=) 1 (u(s) — ug) - Vewo || ds.
0

The norm inside the integral is estimated by
[u(t) — uoller < cllu(t) —uollwzr < cflw(t) —wollwrs-

This closes the loop that ||u(t) — ug|lcr < deM. Adjust € and put this result back into the main
inequality. See [BGS] for details. O

10



4 Linear to nonlinear instability
For simplicity we’ll take ¢ = 0. The equation is written as
du/dt = Lu + F(u)

where L = A'(¢) and F(u) = O(|u|?) formally.

A precise formulation of the main question about instability is as follows. Assume that we have
(i) two Banach spaces X C Z,
(ii) a strongly continuous semigroup e* on Z, and
(iii) a nonlinear operator F' : X — Z that satisfies ||F(u)|z < c||u]|0)‘(||u|]§ for ||u||x small, where
B8>1and o> 0.

Fundamental question: If spec(e!’) meets the exterior of the closed unit disc, is u = 0 (nonlin-
early) unstable in X? The next three theorems give an affirmative answer under three conditions.

Aot «

Theorem 4.1 (Grillakis-Shatah-S 1990). True if there exists some point spectrum e near” the

mazximal growth of e, More precisely,

1 1
— lim - log|le|z.
RAo > 3 lim = loglle™] 2
Theorem 4.2 (Friedlander-S-Vishik 1997). True if there exists a spectral gap outside the unit disk.
This means there exists an annulus outside the unit disk that is entirely within the resolvent set of

el

Theorem 4.3 (Shatah-S 2000). True if X = Z.

The following “spectral dangers” occur in these theorems.

1°. o(etr) D e?L) but not necessarily =. (violation of the spectral mapping theorem)

2°. It is possible that ||e!”|| is greater than the spectral radius of et”.

3°. el could have continuous or residual spectrum.

For many interesting PDEs these theorems do not apply precisely but their basic ideas do. We
shall now discuss the last of these theorems in detail.

4.1 Instability theorem
Consider a Banach space X and the evolution equation

d

dit‘ = Lu+F(u)  (u(t) € X) (4.1)
where L is a linear operator that generates a strongly continuous semigroup exp(tL), and F is a
strongly continuous operator such that F(0) = 0. By a solution of (4.1) in an interval I, we mean
that u € C(I; X) satisfies the integral equation that is associated to (4.1). The question we address
is the following.

11



If the spectrum of L meets the right half-plane {RX > 0}, does it follow that the zero solution
(u = 0) is unstable?

The zero solution is called nonlinearly stable if Ve > 0 3§ > 0 such that if ||ug|| < d, then there
is a unique solution u € C([0,00); X) of equation (4.1) with u(0) = up such that

sup |lu(t)| <e.
0<t<o0

Otherwise, it is called nonlinearly unstable. We restate the last theorem as

Theorem 4.4. Assume the following.

(i) L generates a strongly continuous semigroup on a Banach space X .

(ii) The spectrum of L meets the right half-plane {RX > 0}.

(iii) F : X — X is continuous and 3p, > 0, > 0 and co > 0 such that ||F(u)|| < ea|lul|** for
el < po-

Then the zero solution is nonlinearly unstable.

In fact, the proof will show that hypothesis (i) can be replaced by the weaker hypothesis
(ii") The spectrum of e* meets the exterior {|\| > 1} of the unit disk.

Lemma 4.5. If B is a closed linear operator and p lies on the boundary of the spectrum of B, then
u belongs to the approximate point spectrum of B. That is,

inf B — p)v|| =0.
ven Do |l Jvll

Proof. We denote by o(C') the spectrum of any operator C. Let u € d(o(B)). Let u, — p where
pn & o(B). Thus (i, — B)~! exists. Its norm is at least as large as its spectral radius. Its spectrum
is o((tn — B)™Y) = (tn, — 0(B)) ™. Hence

1

I =B > G )

— 00.

By the Uniform Boundedness Principle, there exists v € X such that ||(u, — B)~!v|| — oo. Let

(un — B)'v
(i — B)~ 1ol

Then v, € D(B) and ||v,|| = 1. Furthermore, we apply the identity
(B = p)(pn — B) ™" = (. — ) (i — B) ™" = I

to the vector v||(i, — B)"1v||~!. We obtain

Un =

168 = ol = 0 = 000 = "

’—>0.

Thus we have v, € D(B), ||vn]| =1 and ||Bvy, — pvy,|| — 0. O

12



Lemma 4.6. Let e € a(el) such that |e)| equals the spectral radius of e*. For every v > 0 and
every integer m > 0, there exists v € X such that

I(e™ = ™l < Allv] (4.2)

and
letFo|| < 2Ke™ v VO<t<m (4.3)

where K = sup{|| exp(AL)|| : 0 <6 <1}.

Proof. Tt is well-known that in general o(e”) D e?(F). (However, these two sets are not necessarily
equal.) Therefore hypothesis (i7) implies hypothesis (#i'). By (ii’), the operator e” has some
spectrum j outside the unit disk. We choose p to belong to the outer boundary of o(e”); that is,
|| = max{|v| : v € a(e)}.

Now we apply Lemma 4.5 to B = e’ and write 1 = e*. Thus there exists a sequence |jv,|| = 1
such that (e* — e*)v,, — 0. It follows that, for all integers m > 0,

—_

(emF — ™My, = Z e/t — e(m_l_j))‘] el — e’\]vn —0

Jj=0

as n — co. Given v > 0, we choose n so large that v, satisfies both (3) and ||(e?F — e/M)uv,|| < 1
for j =0,1,...,m. Now let 0 < ¢ < m and let j = [t], the greatest integer < ¢. Then

HetLvnH < KHeijnH < K(Hej)‘vnH +1) < 2K et

Thus (4) is also valid and the lemma is proven.
O

Lemma 4.7. Let A be as above. For all € > 0 there exists C, so that for all 0 <t < oo we have
6(§R)\)t < HetLH < Cee(%)\Jre)t' (44)

Proof. By the definition of A, the spectral radius of e’ is

e?R)\ = lim ||emL||1/m.
m—00
Therefore there exists a time S, such that
6§R>\—e < ”emLHl/m < e?R)\—I—e

for every integer m > Sc — 1. Now let ¢ > S, and let m = [t]. Then
HetLH < KHemLH < Ke<§R>\+€)m < K€(§R>\+5)t

and also
KHetLH > ||e(m+1)LH > e(?R)\fe)(erl) > 6(%)\76)7&'

13



Thus
Kfle(ﬂ%)\fe)t < HetLH < K6(§R/\+e)t vt > S..

Since ||e*!|| is bounded for 0 < t < S, the upper bound in (5) is valid for some constant C..
Now given any t > 0, let N be any integer larger than S./¢t. Then

K—le(%)\—e)Nt < HeNtL” < ||etL||N‘

Taking Nth roots, we have K~ 1/Ne(A=9t < ||etl||. Letting N — oo and then € — 0, we obtain

HetLH > eéR)\t_

Proof. (of Theorem 4.4)

We are given p = e* as in Lemma 4.6. For a fixed number k to be defined later, let 0 < § <
min{k~!, p,/2,1}. The parameter § will be free to remain arbitrarily small. Choose T*, depending
on J, to be the positive integer defined by

L < el < lul, (4.5)
Indeed, we can choose T* to belong to the interval (b,b+ 1] where b = In(1/0k)/In |u| > 0.

Furthermore, let v be given by Lemma 2 with m = T* and v = (4k)~!. We normalize ||v|| = 6.
Thus from (4.2) and (4.5) we have

* )\
le™ Foll > fle" Mol — 5% > § — & (4.6)

and from (4.3) we have
|etEo|| < 2K6e™ Vo0 <t<T* (4.7)

Now we begin to look at the full nonlinear equation. By contradiction, suppose that the zero
solution is stable. Thus there exists dg > 0 such that if ||v|| = § < Jp, then there exists a unique
solution u € C([0,00); X) of the integral equation

u(t) = et te(t_T)L w(T)) dr.
0=+ [ Flu(r)) d

It would suffice to prove that ||u(t)|| > ;% at some time ¢, for that would contradict the stability.
By hypothesis (iii) on the nonlinear operator we have

t
lu(t) — el S/ le“=DH|| ealfu(m) |+ dr
0
provided ||u(7)|| < po in the interval [0,¢]. By (4.4), we estimate

t
Ju(®) = ol < crea [ eI o) 0 ar (48)
0
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where € = RAn/2 and ¢; = C.. Now define
T = sup {t u(r) = el < gde™T and u(r)|| < & for 0< 7 < t} . (4.9)
Clearly 7' > 0. For ¢t < min{T,T*} we have by (4.8), (4.9) and (4.7),
lu(t) — eol

t
< 0102/ AT (b + [lu(r) — eFo) 7 dr
0

t 1+
§0162/ e(14n/2)RA(t—T) (2K66§R)\T+ﬁ569?)\7) 7 dr
0

t
<ciez (2K + 5t o SiHneAn/2RN [ (n/2)RAT gy
2|p] 0

1+n
1 14n_2 _(14+n)RAt
< c1e9 <2K + TW\) 1) TRNE

= B (5L

T 2fpft

where k is defined as

E" = 2|u[M e e (2K + ﬁ)lﬂ’n%.

We claim that either 7% < T or else ||[u(T')|| = po/2. Indeed, assume on the contrary that
T <T* and ||[u(T)| < po/2. Then using (4.9) in our estimate with ¢ = T', we have

RAT TL k RAT\1
g 8T = [[u(T) — o] < gkl (M),

Thus .
0Ty > ()" 2 0™y

by (4.5). So T' > T*, a contradiction. This proves the claim.
Assuming that ||u(T")|| # po/2, we have T* < T so that we may put ¢ = 7™ in our estimate to
obtain

« k" £\ 147 k" L\ 1
* T*L RAT —
|u(T*) —e* " < ST <(5e ) < STl < ’ > = o (4.10)
It follows from (4.10) and (4.6) that

ot et
% ~ 2k Ak~ 4k

since 6 < 1. It follows in any case that there is a time ¢ (either T' or T%) at which |lu(t)| >
min{ﬁ, £} = €,. This completes the proof. O

lu(T)] > fle™ o]

Remark. The proof shows that there exist C' > 0 and ¢y > 0 such that for all sufficiently small
positive d, there is a solution u that satisfies [[u(0)| < & but supg<i<cjiogsl [[u(t)|| > €o. Thus the
escape time occurs logarithmically soon.
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4.2 Application to a regularized Boussinesq Equation

In this section we shall apply the abstract theorem to a particular problem where e’ has some
unstable point spectrum. We do not know whether there is any point spectrum near the spectral
boundary, nor do we know whether there is a gap in the spectrum. The regularized Boussinesq
equation (RB) is

Uttt — Uggtt — Ugz — f(u)xm =0

which we take for —oo < & < +o00. A solitary wave solution u = ¢(x — ct), where ¢ vanishes
appropriately at infinity, must satisfy the equation

—¢"+ (1 =c?)p—c?f(p) =0.

We assume that f(u) = |u[P~'u where 1 < p < co. The sign is important. If ¢ > 1, there exists a
solitary wave solution which is positive, exponentially decaying, and even.

3(p—1)

Theorem 4.8. If p > 5 and 1 < ¢ < 2ApT1)’

then the solitary wave p(x — ct) is nonlinearly
unstable in the space H' x H?.

Proof. An explanation of this space is in order. It is convenient to denote 0 = 9/0x and write the
equation in the equivalent form

w=vy, v =09(1-0)"{u+ f(u)}
We denote u = the pair [u,v]?. By H® x H**! we mean the space of all pairs such that v € H*(R)

and v € H*"1(R). Global existence and uniqueness are known [Y. Liu] in this space for any s > 1.
The invariants of the equation are

1
EZZ/[U2+’U2+’L)£—|—2F(U)] dz, Q:/[uv—t—uxvx} dzx, I:/udm

where I’ = f. Thus the natural norm associated with the energy E is L? x H'. For the f that we
are considering, F(u) = |u|P™/(p 4 1) > 0, so that E is positive and we have global estimates.
For convenience, we could rewrite the equation in the Hamiltonian form

where
Furthermore, we let

o= ( ) f@gp ) and H = E"(¢) +cQ"(¢) = ( i(irf/éﬁ; 6(11—_ (;922) ) '
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Note that the linearized Hamiltonian H has its essential spectrum unbounded both to the left and
to the right. Now the change of variables u(z,t) = ¢(x — ct) + w(x — ct, t) leads to the equation

%ZLW—}—F(W)

where

L—JH—A—!—K—(a(l_C%Z)—l C%)+(8(1—820)‘1f'(90) 8)

is the linearized generator and

F(w) = F( Z ) = ( a(1 —82)_1[f(<p+2)) — flo) = f'(p)w] >

is the nonlinear operator.

We apply Theorem 4.4 to the equation and the space X = H' x H2. On this space X, the
operator L generates a strongly continuous semigroup because A is skew-adjoint and K is a bounded
operator. Furthermore, it is known [Pego-Weinstein 1992] using the Evans function that, under the
assumptions of Theorem 4.8, L has an eigenvalue (point spectrum) A with #A > 0. Thus conditions
(i) and (ii) of Theorem 1 are satisfied.

It remains to check condition (iii). We have

IF(w)l| = 01 = 0*) 7 [f (¢ + w) = f(9) = f'()w]l| a2
< Ifle+w) = f(e) = flPwlm
< ClllelP= + [wlP~2)w?|| g
< C(llwliF + lwll%)
< C'wlk

for [|[w||% < 1since H! C L* and p > 2. Therefore all the conditions of Theorem 4.4 are satisfied,
so that the nonlinear instability is proven. O

According to the remark at the end of the previous section, the escape time occurs logarithmi-
cally soon. This excludes the trivial apparent instability due to a solitary wave traveling at a slightly
different speed ¢, which merely separates linearly soon because ||¢.(z — 't) — . (z —ct)|| = O(t).
Orbital instability is also true but we omit the proof.

4.3 Application to the Kuramoto-Sivashinsky equation

The equation is
Ut + Ugggr + Ugy + Uy = 0.

It is a one-dimensional model in the theory of flame propagation. There are many numerical and
some theoretical results showing that some of its solutions engage in very complicated dynamical
behavior. It has many traveling wave solutions u = ¢(x — ct) for which the two limits

by = lim ¢(&)

t—+o0
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exist [Troy 1989]. These ¢(¢) have multiple maxima and minima. The following theorem [Wang-S
2002] asserts their instability.

Theorem 4.9. Any such traveling wave is nonlinearly unstable under H'(R) perturbations. That
is, there exists an €9 > 0 and a family of solutions u’(t, ) such that

[u®(0,-) = (Nl <8 (0<8<d)

but

sup  |Jul(t,-) — d(- — ct)|| g > €o.
0<t<C|logd|

A traveling wave solution u = ¢(x — ct) satisfies, after one integration, the third-order equation

¢”'+¢’+%(¢)—c)2 =k (4.11)

where k is a constant. A special case is a steady state ¢ = 0. This ordinary differential equation has
been studied extensively. Numerical studies indicate the existence of heteroclinic and homoclinic
orbits, as well as periodic and quasiperiodic solutions. Theoretical results include the existence of
periodic solutions and heteroclinic orbits . In particular, Troy proved that if k = 1, there exist at
least two distinct odd solutions of (4.11) such that ¢(x) — ¢ F /2 as  — +o0o. He conjectured
that there are an infinite number of different ones. Furthermore for k # 1 there are probably many
others.

We will show that the essential spectrum of the linearized generator meets the right half-plane
and thus generates modes e with R\ > 0. In fact, we write the linearized generator after
translation as

L=1Ly— (¢ —by —c)d— ¢, where Ly = —9* —9* — b, 0.

Assume b_ = 0. By Fourier transformation, Ly has unstable essential spectrum while the last
two terms define a relatively compact operator. In this way we will prove that e*” has essential
spectrum outside the closed unit disk.

Note that the nonlinear term wu, is not a bounded operator on H!. However, a generalization
of Theorem 4.4 allows two different Banach spaces X C Z, the linear semigroup is smoothing
(mapping Z into X ), while the nonlinear term loses regularity (mapping X into Z). The gain and
loss of regularity compensate for each other.

Theorem 4.10. Assume the following.

(i) X, Z are two Banach spaces with X C Z and ||ul|z < Ci||lu||x foru e X.

(ii) L generates a strongly continuous semigroup et on the space Z, and the semigroup e
maps Z into X fort >0, and fol etz x dt = Cy < oc.

(iii) The spectrum of e* meets the exterior of the unit disk.

(w)F : X — Z is continuous and 3pg > 0,C3 > 0, > 1 such that |[F(u)||z < Csl|ul|s for
[ullx < po-

Then the zero solution of (1.1) is nonlinearly unstable in the space X .

L
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Long exercise: Prove it, generalizing Theorem 4.4.
We take Z = L?(R) and X = H'(R). F(w) = —ww,. Note that F maps H'(R) into L?(R)
and satisfies
1F ()2 < wlF

This is Condition (iv) with a = 2. The following lemma proves Condition (ii).

Lemma 4.11. Let ¢ € L°(R), ¢, € L*(R), X[0,00)(¢ — by) € L*(R). Then

et || o < CE71, for 0<t<I1,
e g1 < C < o0, for 0<t<1,.

Proof. By Fourier transformation, the essential spectrum of Lo on H'(R) is
oe(Lo) D{-¢"+& —ibr & : EeR)L

This curve meets the vertical lines ReA = a for —oo < a < % because —oo < —£ + €2 < i. We
then prove that the same curve belongs to the essential spectrum of L. This implies Condition (iii).
Exercise: Use this to prove the lemma, first for Ly and then for L. O

5 General theory of solitary waves

5.1 General framework for solitary wave solutions of a Hamiltonian system

Following [Grillakis-Shatah-S 1987,1990], we consider

du

i JE'(u(t)), wu(t) € X, (5.1)

where X is a Hilbert space, J is a closed linear operator on X which is skew (J* = —J), and
E : X — R is twice Frechet-differentiable with derivative E’. Furthermore, there is a group G
of transformations acting unitarily on X, meaning that there is a mapping 7' from G to unitary
operators on X. We assume that G leaves the equation invariant. Its derivative, denoted by T, ,
is a skew-adjoint operator on X.

Definition. A “solitary wave” is a solution of the special form u(t) = T (exp wt)¢p, where w € g,
the Lie algebra, and ¢ € X. Linearizing around such a solitary wave, we get the equation

W JHOD), H = E'(6) - QUo). Qul6) = 5(IT16.9) (52)

dt
Thus JH is the linearized generator. Although H is self-adjoint and J is skew-adjoint, these two
operators do not commute. The spectrum of JH is symmetric across both axes R and iR. So
linearized stability would mean that all of its spectrum belongs to :R. However, our goal is to find
verifiable conditions for stability on the simpler operator H.
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Let’s specialize to G = R under addition, with g also identified as R. Then a “solitary wave” is
u(t) = T'(wt)¢ with w € R. Invariance means that

T(s+r)=T(s)T(r), [T(s)ull = lull, E(T(s)u)= E(u), T(s)J=JT"(=s).

The generator of the group T'(-) of unitary operators is denoted 77(0). T7(0) is a skew-adjoint
operator on X with a dense domain D(7”(0)). Let’s assume that J is skew (on its domain) and
1-1 onto (this can be generalized). Assume that J~'77(0) extends to a bounded operator on X.
Another invariant is

Qv) = %(J‘lT’(O)v,w.

Exercise: Show that Q(T'(s)v) = Q(v) for allv € X, s € R.
Exercise: Show that, formally, for a solution of (5.1), E(u(t)) and Q(u(t) are independent of ¢.

Example 1: Smooth peakons with k£ > 0.
Up — Utpy + ULy + 2kUy = 2UpUpy + Ulgry (5.3)

Look for a traveling wave solution u(z,t) = ¢(x —wt), w = constant, decaying at co. Get the ODE

(w— )P = (w— 2k — ¢)d?. For w > 2k, there exists a peakon that looks like the one for k = 0

except that it is smooth.

Exercise: Explain why the previous proof fails for £ > 0, while the proof to follow fails for k = 0.
The group G = R acts on X = H'(R) by u(z) — u(z — s) (translation). The skew operator is

J = 30(1 — 8?)7!. The invariants are

Qu) =— /R(u2 +ul)dz, E(u)= —/R(u3 + uu? 4 2ku?)dz.

Exercise: Verify that the solitary wave minimizes E subject to ) = const. Verify that () comes
from J by the general formula above.

Example 2: NLS.

iug — Au — |ulPlu =0, x€R" (5.4)

where v = wu(r,t) vanishes in some sense as 7 = |r| — oco. A solitary wave solution is u =
exp(iwt)p(x) where ¢ > 0 satisfies the PDE

Ap+wp+|¢PP 1o =0

forw<Oand l<p< 1+ %. The space is X = H}(R), the H' complex-valued functions that
are radial. We can regard C = R2. The group G = R acts on X by u — exp(is)u (phase change).
The skew operator is J = multiplication by ¢. The invariants are

_ lo o 1 on _/1 2
E(u)—/n{QVM gl e Q)= [ SjuPa.
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Exercise: Verify that () comes from J by the general formula above.

Return to general discussion.
In the abstract setting, we make the following assumptions.
Assumption 1: Local existence of solutions of the evolution equation, with invariants.
Assumption 2: Existence of solitary waves ¢, depending on the parameter w. They solve
the stationary equation E'(¢,) = w@Q'(d.) with ¢, belonging to the appropriate domain and
T'(0)¢,, # 0. We have:
d(w) = E(¢,) — wQ(dy) scalar
0=FE'(¢y) —wQ(¢,) vector
H, = E"(¢,) — wQ"(¢,) operator
Exercise: T'(0)¢,, belongs to the kernel of H,,.

Theorem 5.1. Let ker(H,,) = T"(0)¢y and let H,, have exactly one negative eigenvalue and all its
other spectrum positive and bounded away from 0. Assume d’(w) # 0. Then the solitary wave is
stable (that is, nonlinearly orbitally stable) if and only if d”’(w) > 0.

This stability means that

sup inf [|u(t) — T(s)pullx <€ if [|[u(0) — ¢u|lx < 0.

0<t<oo SER

5.2 Flavor of the proof

Idea: The solution remains on the manifold () =constant, so we just need to check the linearized
operator on @'(¢)*, which is why we can allow a negative eigenvalue. We are assuming that H has
mostly positive spectrum, which is a linear stability condition, and we just have to check the one
remaining direction, which turns out to be controlled entirely by the sign of d”(w). We can think
of ¢ as providing the minimum of E subject to the constraint ) =constant, and regard w as the
Lagrange multiplier. Through most of the proof, w is fixed so we often write ¢ = ¢,.

A key calculation: the derivative of d(w) is

t) = (F0) - e, ) - o) =), ') =-(Q0.L).
But 0 = E'(¢) — w Q'(¢) implies H(d¢/dw) = Q'(¢), so that
&(w) = — <Hflf, §f> . (5.5)

There are two geometric structures in X: the 2D surface (s,w) — T'(s)¢, and the level hyper-
surfaces of ). For fixed w, consider the tubular neighborhood

Ue={ue X : inf |[u—T(s)¢| < €}
seR
Stability:

21



The assumption d”(w) > 0 means that d¢/dw is a negative vector for H. If y € Q'(¢)*, then
0=(Q'(¢),y) = (H(dp/dw),y). Therefore y points outside the negative cone of H. (Why?) That
is,

(Hy,y) >0, Vy € Q' (o)~

This is our stability condition in linearized form. In order to obtain nonlinear stability, we first
show that this linear stability condition provides a lower bound for F(u) — E(¢).

Lemma 5.2 (Main Lemma). Fiz w and let ¢ = ¢,. Let d"(w) > 0. The 3 C > 0,e > 0 such that
B(u) ~ B(6) > Cinf Ju~T(s)olP, vue U, Qu) = Q()

We omit the proof.
Proof of stability. By contradiction. If unstable, 3§y > 0 and a sequence u,(0) such that

lun(0) = 6l 0 but sup inf un (1) — T()9] > . (5.6)

0<t<oo

Choose ||un(0) — ¢|| < €/2. By Assumption 1, we can pick the first time ¢,, for which
inf ||uy(tn) — T(s)@|| = min(do, €/2).
Then by the invariance of F and @,

E(un(tn)) = E(un(0)) = E(¢), Qun(tn)) = Qun(0)) = Q(¢).

Now choose v, such that Q(v,) = Q(¢) and ||vy, — un(ty)|| — 0.

Exercise: How do we do this?

Then E(vy,) — E(up(ty)) — 0, so that E(v,) — E(¢). Applying the Main Lemma to v,, we see
that infy ||v, — T'(s)¢|| — 0, so that inf; ||un(t,) — T(s)@|| — 0, which contradicts the instability
presumption. O

Instability:
Lemma 5.3. Let d’(w) < 0. Then E restricted to Q =const is NOT locally minimized at ¢,.

Proof. We'll use the dependence on w. Let x be the negative eigenvector of H. This is the unstable
direction. From d”(w) < 0 we have (Q'(¢y), d¢p,/dw) > 0. Consider the curve Q — ¢ in X for
Q near w. By the IFT, we locally find (s) that solves the equation Q(¢q(s) + sx) = Q(¢). Now
if we Taylor expand E(¢q + sx) — QQ(¢q + sx) around ¢ and then put Q = Q(s), we can get
E(pos) + sx)) < E(¢,,) for small s. O

Proof of instability (sketch). In fact, we can find a vector y for which (Hy,y) < 0 and (Q'(¢),y) = 0.
Choose a curve ¥ (-) on the hypersurface ) =const such that ¢(0) =y, (0) = ¢. Then E(1(s))

has a strict local maximum at s = 0 since
E(p) = (E'(¢) —wQ'(4),y) =0, E)" = (Hy,y) <0
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there. We choose initial data u(0) = #(s) for some small s and solve the PDE locally. For each
v € X, choose the point T'(s(v)u) to be the point on the orbit T'(s)v which is closest to ¢. Then
define

Au) = —(J 71y, T(s(u)u).

Then we differentiate and eventually prove that

d du

S Aw®) = (A'u®)), ) = —(E'(w), JA(u)) > €

dt t
for some positive constant €y. The inequality is due to a Taylor expansion that begins with
—(E'(u), JA"(u)) = —(Hy,JJ 'y) + ... Therefore A(u(t)) grows at least linearly in ¢. But
|A(u(t))| < |lu(t)|| so that ||u(t)|| also grows. So we have instability. O

5.3 Back to the examples

For the peakon example with k& > 0, the group G = R acts on X = H!(R) by translation
u(z) — u(z — s). The skew operator is J = $9(1 — 6?)~L. The invariants are

Q(u) =— /R(u2 +ul)dz, FE(u)= /R(u3 + uu? 4 2ku?)dz.

Exercise: Using the ODE for ¢ = ¢, with w > 2k, calculate
“(w— —k
2k y(y — 2k)
Exercise: Also calculate
H = —-0{2(w — ¢)0} — 60 + 2¢5, + 2(w — 2k).

Thus d”’(w) > 0. Now H(¢,) = 0 and ¢, has exactly one zero. So the Sturm-Liouville operator
H has one negative eigenvalue, one zero eigenvalue, and the rest is > 2w — 2k > 0. Therefore ¢ is
stable.

For the NLS example, splitting into real and imaginary parts, the linearized Hamiltonian is

~1
H:(_A_Wp o _? ) (5.7)
0 A

which again has the required spectral properties. Furthermore, we have —Ag¢,, — wa,, — |pw|F =0
with w < 0Oand 1 < p < 1+ %. Changing scale and letting A\ = \/—w, we have ¢, (x) =
\2/(e=D¢(\x). Thus

1
d'(w) = D) / |p|2dx = —(pos const) A+ (P=1)
whence

4 s(— — )=
d"(w) = (pos const) (—n + 2i)(_w)é( ntyi)-1

Therefore we have stability if 1 <p <1+ % and instability if 1 + % <p<l+ ﬁ.
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